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Abstract

In the South Korean Navy the demand for many spare parts is infrequent and the volume of items required is irregular. This pattern, known as non-normal demand, makes forecasting difficult. This paper uses data obtained from the South Korean Navy to compare the performance of various forecasting methods that use hierarchical and direct forecasting strategies for predicting the demand for spare parts. A simple combination of exponential smoothing models was found to minimise forecasting errors. A simulation experiment verified that this approach also minimised inventory costs.
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1. Introduction

The operational availability of weapon systems is highly dependent upon the timely supply of spare parts [1]. Operational availability is defined as “the ratio of time available when needed to the total time needed” [1, p. 260]. In order to sustain operational availability at a specified level, an adequate supply of spare parts to meet the requirements of repair and maintenance is necessary. In practice it is common for military forces to hold a large stock of spare parts. However, there is often little or no demand for a large proportion of the stock items. For example, the British Navy holds almost twice as many spare parts as are expected to be required [2]. The US Department of Defence (DoD) holds a 60% excess of spare parts, with 18% of the inventory ($1.5 billion) having no demand [3]. Moreover, the ability to stock spare parts is constrained by limited budgets [4].

Hinton [3] claimed that the problems relating to spare parts inventory in the DoD arose because of inaccurate forecasting of inventory requirements. Although the procurement of spare parts may be initiated to meet specific requests, it is common for requirements to change after items have been ordered [3]. The South Korean military experience spare parts supply problems caused by inaccurate forecasts of spare parts demand [5].

A time series is defined as “a collection of observations made sequentially through time”[6, p. 1]. “A stochastic process is said to be a Gaussian (normal) distribution if the joint distribution of any set of $Y_t$ is multivariate normal” [6, p. 36]. Demand that is characterised as having infrequent demand occurrences (intermittent demand), low average demand volumes (slow moving demand) or highly variable demand volumes (erratic demand) is an example of non-normal demand [7]. A large part of the time series for spare parts demand exhibits non-normal characteristics [8, 9]. The non-normal nature of the spare parts demand makes forecasting difficult [10].

A time series for individual items is known as an item level time series. An aggregated time series for more than two items is called a group level time series. A multi-level time series structure consists of item level time series and a group level time series in which the items are members. This is known as a hierarchical structure [11]. A forecasting strategy which ignores the hierarchical structure of time series and simply generates a forecast is variously known as a traditional forecasting, independent forecasting, or direct forecasting (DF) [12, 13]. A
forecasting strategy which derives forecasts at item level by prorating demand forecasts for
the group in which the items are members is variously known as a family-based forecasting,
pyramidal forecasting, dependent forecasting, derived forecasting, or hierarchical forecasting
(HF) [12-14]. There are two sub-strategies for item level forecasts. Top-down forecasting
(TDF) models a forecast at the top group level using the top group level time series of a
hierarchical time series, and then creates lower level forecasts according to the item’s
percentage contribution within the group [15]. Combinatorial forecasting (CF) models
forecasts at all levels of a hierarchical time series using all levels of the time series, and then
creates lower level forecasts based on a combination of the forecasts at all levels [11, 16, 17].
When an item level time series is volatile and intermittent, a higher group level time series is
usually less volatile and less intermittent. This is because the volatility and intermittency of an
item level time series can be offset by other item level time series in the group [18].
This lower level of volatility and less intermittency of a group level time series can produce a more
reliable item level time series forecast by using a hierarchical forecasting strategy [12].

An absolute measure of error evaluates a forecasting method in isolation; a relative measure
of error evaluates one forecasting method relative to another method across a set of time
series [10]. A limitation of absolute and relative measures is that they do not capture the
monetary value or the service level for each item, so they do not measure the practical impact
that a forecasting method has on the inventory system. It has been suggested that derivative
measures are more practical [9, 19-22]. These use simulation to derive the impact of
forecasting accuracy in terms of inventory and service levels achieved by the inventory
system.

The aim of this paper is to establish an appropriate forecasting strategy for predicting the
demand for consumable spare parts in the South Korean Navy. The objectives are to: i) clarify
the nature of the spare parts demand in the Navy; ii) compare the performance of alternative
forecasting strategies for predicting spare parts demand at item level; and iii) evaluate the
performance of the forecasting methods with absolute, relative and derivative measures.

The remainder of this paper is organised as follows. Section 2 and 3 reviews the theoretical
framework for forecasting strategies and accuracy measures respectively. Section 4 describes
a case study that employed data obtained from the Navy. Section 5 and 6 present the
forecasting methods and the accuracy measures used in this paper respectively. This is
followed by results and analysis in Section 7. Finally, Section 8 presents the conclusions of
this work.

2. Forecasting Strategies
This section summarises the results of research that has compared the forecasting
performance of various item level forecasting strategies. Table 1 compares the results of
eleven major studies that have compared the performance of different forecasting strategies
that have used top-down forecasting, direct forecasting and combinatorial forecasting. In the
literature the methods have been compared using analytical models, simulation, empirical
studies or some combination of these approaches. The researchers cited obtained data from a
range of contexts and sources. The number of items varied from 2 to 477 with 2-4 hierarchical
levels. Makridakis, et al. [23] proposed 1,001 time series, known as M-competition, that used
to compare forecasting methods. Autoregressive moving average (ARMA) models,
sometimes called Box-Jenkins models are often applied to time series data as tools for
understanding and predicting future values. The model is usually referred to as an ARMA (p,
q) model (3) where p is the order of the autoregressive (AR) part (1) and q is the order of the
moving average (MA) part (2). The autoregressive integrated moving average (ARIMA) model (4) is a generalisation of an ARMA model. The model is normally referred to as an ARIMA \((p, d, q)\) model where \(p\), \(d\), and \(q\) refer to the order of the autoregressive, integrated, and moving average parts of the model respectively.

\[
\begin{align*}
\text{AR} (p): \ y_t &= \phi_0 y_{t-1} + \ldots + \phi_p y_{t-p} + \varepsilon_t, \\
\text{ARMA} (p, q): \ y_t &= \phi_0 y_{t-1} + \ldots + \phi_p y_{t-p} + \theta_0 \varepsilon_{t-1} + \ldots + \theta_q \varepsilon_{t-q}, \\
\text{ARIMA} (p, d, q): \ y_t &= \phi_0 (1 - B)^d y_{t-1} + \phi_1 (1 - B)^d y_{t-2} + \ldots + \phi_p (1 - B)^d y_{t-p} + \theta_0 \varepsilon_{t-1} + \ldots + \theta_q \varepsilon_{t-q},
\end{align*}
\]

where: \(y_t\) is a value at time \(t\); \(\phi\)'s, \(\theta\)'s, \(p\), \(q\), and \(d\) are constants; \(\varepsilon_t\) is a random variable which are mutually independent and identically distributed at time \(t\); \(B\) is the backward shift operator such that \(B^r y_t = y_{t-r}\); \(\nabla^d\) is the difference operator such that \(\nabla^d y_t = y_t - y_{t-d}\), \(w_t = \nabla^d y_t = (1 - B)^d y_t\).

Analytical studies have compared forecasting performance in terms of the variance of forecasting errors, whereas simulation and empirical studies have compared forecasting performance in terms of the magnitude of forecasting errors. The relative performance of

<table>
<thead>
<tr>
<th>Reference</th>
<th>Strategy</th>
<th>M</th>
<th>Context</th>
<th>Data Source</th>
<th>Demand characteristics</th>
<th>No. of Items</th>
<th>No. of Levels</th>
<th>Forecasting performance (superior strategy)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shifer and Wolff [24]</td>
<td>TDF &amp; DF</td>
<td>A</td>
<td>Sales</td>
<td>Several</td>
<td></td>
<td></td>
<td></td>
<td>DF; TDF for long forecasting horizon</td>
</tr>
<tr>
<td>Schwarzkopf et al. [15]</td>
<td>TDF &amp; DF</td>
<td>A</td>
<td>Production line</td>
<td>2</td>
<td>2</td>
<td>No superiority</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gross and Sohl [25]</td>
<td>TDF &amp; DF</td>
<td>E</td>
<td>Production line</td>
<td>Steel sales data</td>
<td>Low correlations</td>
<td>3-7</td>
<td>2</td>
<td>DF in 98.4% of cases</td>
</tr>
<tr>
<td>Dangerfield and Morris [26]</td>
<td>TDF &amp; DF</td>
<td>E</td>
<td>Production line</td>
<td>M-competition data</td>
<td>Various seasonal &amp; trend patterns</td>
<td>2</td>
<td>2</td>
<td>DF in 73% of cases</td>
</tr>
<tr>
<td>Friedner and Lawrence [12]</td>
<td>TDF &amp; DF</td>
<td>E</td>
<td>Spare parts distribution</td>
<td>Demand for automotive spare parts</td>
<td>Erratic</td>
<td>95 - 477</td>
<td>3</td>
<td>DF 1.71% smaller MPE</td>
</tr>
<tr>
<td>Kahn [17]</td>
<td>TDF &amp; CF</td>
<td>E</td>
<td>Sales</td>
<td>Sales data</td>
<td>Various seasonal patterns</td>
<td>14</td>
<td>3</td>
<td>CF</td>
</tr>
<tr>
<td>Dekker et al. [27]</td>
<td>TDF, DF &amp; CF</td>
<td>E</td>
<td>Wholesale (drinks &amp; tubes)</td>
<td>Sales data</td>
<td>2 different seasonal patterns</td>
<td>13-29</td>
<td>2</td>
<td>DF presents 3.5-5.0% &amp; 7.3-12.0% smaller MAD than DF &amp; TDF</td>
</tr>
<tr>
<td>Widiarta et al. [28]</td>
<td>TDF &amp; DF</td>
<td>A</td>
<td>Production line</td>
<td>AR(1)</td>
<td></td>
<td>2</td>
<td>2</td>
<td>Performance depends on lag-1 autocorrelation</td>
</tr>
<tr>
<td>Hyndman et al. [11]</td>
<td>TDF, DF &amp; CF</td>
<td>S</td>
<td>Tourist arrivals</td>
<td>ARIMA (1)</td>
<td>Various seasonal &amp; trend patterns</td>
<td>56</td>
<td>4</td>
<td>CF presents 0.07% &amp; 8.59% smaller MAPE than DF &amp; TDF</td>
</tr>
<tr>
<td>Widiarta et al. [29]</td>
<td>TDF &amp; DF</td>
<td>A</td>
<td>Production line</td>
<td>MA (1)</td>
<td></td>
<td>2</td>
<td>2</td>
<td>No superiority</td>
</tr>
<tr>
<td>Widiarta et al. [30]</td>
<td>TDF &amp; DF</td>
<td>A</td>
<td>Production line</td>
<td>AR(1), MA(1), ARMA(1,1)</td>
<td></td>
<td>2</td>
<td>2</td>
<td>Performance depends on the degree of product substitutability</td>
</tr>
</tbody>
</table>

\(\text{CF}\) = combinatorial forecasting; \(\text{DF}\) = direct forecasting; \(\text{TDF}\) = top-down forecasting; \(\text{A}\) = method of comparison (\(A\) = analytic study; \(E\) = empirical study; \(S\) = simulation); MAD = mean absolute deviation; MPE = mean percentage error; MAPE = mean absolute percentage error.
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Table 1. A review of forecasting strategies and performance

\[
\text{AR} (p): \ y_t = \phi_0 y_{t-1} + \ldots + \phi_p y_{t-p} + \varepsilon_t \quad (1) \quad \text{MA} (q): \ y_t = z_t + \theta z_{t-1} + \ldots + \theta_q z_{t-q}. \quad (2)
\]

\[
\text{ARMA} (p, q): \ y_t = \phi_0 y_{t-1} + \ldots + \phi_p y_{t-p} + \theta_0 \varepsilon_{t-1} + \ldots + \theta_q \varepsilon_{t-q}, \quad (3)
\]

\[
\text{ARIMA} (p, d, q): \ y_t = \phi_0 (1 - B)^d y_{t-1} + \phi_1 (1 - B)^d y_{t-2} + \ldots + \phi_p (1 - B)^d y_{t-p} + \theta_0 \varepsilon_{t-1} + \ldots + \theta_q \varepsilon_{t-q}. \quad (4)
\]

where: \(y_t\) is a value at time \(t\); \(\phi\)'s, \(\theta\)'s, \(p\), \(q\), and \(d\) are constants; \(z_t\) is a random variable which are mutually independent and identically distributed at time \(t\); \(B\) is the backward shift operator such that \(B^r y_t = y_{t-r}\); \(\nabla^d\) is the difference operator such that \(\nabla^d y_t = y_t - y_{t-d}\), \(w_t = \nabla^d y_t = (1 - B)^d y_t\).
hierarchical forecasting methods varied, although combinatorial forecasting was found to be superior to top-down and direct forecasting in three studies and direct forecasting was found to be superior to top-down forecasting in four studies. The varying performance of the forecasting methods could be attributed to different statistical features of the data, for example, variations in the number of items in a group or sources of data used [17, 31]. Some authors noted that certain demand features, such as a long forecasting horizon and/or a high degree of substitutability make hierarchical forecasting better than direct forecasting. Hence, the characteristics of demand can be significant in selecting appropriate forecasting strategies. Hierarchical forecasting has been used in many contexts such as marketing, manufacturing, and travelling. The characteristics of spare parts demand is more intermittent and more variable [32]. Direct forecasting methods such as exponential smoothing [33], Croston’s method [34], modified Croston’s method [35], and the weighted moving average method [36] have been recognised as appropriate forecasting methods for non-normal demand.

In practice there can be some hidden features in the pattern of demand for spare parts, such as seasonality, or some other trend in the time series. An advantage of hierarchical forecasting is that it can bring out these hidden demand features so as to decrease forecasting errors [16]. However, the literature has paid little attention to the use of hierarchical forecasting for the intermittent demand at item level. This is the pattern of non-normal demand associated with spare parts demand. This paper attempts to fill this research gap.

3. Measures of Forecasting Accuracy
The non-normal property of spare parts demand requires a careful choice of accuracy measures. Absolute, relative, and derivative measures are possible alternatives.

3.1. Absolute Measures of Accuracy
There are several absolute measures that can be used to calculate forecasting errors. The mean percentage error (MPE) and mean absolute percentage error (MAPE) that were employed in some of the research referenced in Table 1 are inappropriate for intermittent demand because it is difficult to define the terms for periods with zero demand [37]. The mean squared error (MSE) and root mean square error (RMSE) can be used for intermittent demand. These place heavier weight to larger errors than other methods [25, 38]. Hence, the MSE and RMSE can be useful when larger errors cause greater costs in proportion to small errors [39]. The mean absolute deviation (MAD) is less sensitive to outliers [38]. Hence, the MAD is also useful in order to avoid heavier weight on larger errors.

3.2. Relative Measures of Accuracy
For the purpose of comparing two alternative forecasting strategies, Widiarta et al. [30] employed the ratio of RMSE obtained with hierarchical and direct forecasting methods (expressed as “RMSE(HF)/RMSE(DF)”). Dangerfield and Morris [26] argued that this measure can be biased and proposed the natural log of the ratio of the mean absolute deviation obtained with hierarchical and direct forecasting as an unbiased measure.

\[
\text{Log relative error (MAD)} = \ln\left(\frac{\text{MAD}_{HF}}{\text{MAD}_{DF}}\right).
\]

A positive value indicates that a DF is superior to a HF, whereas a negative value indicates that a HF is superior to DF.

3.3. Derivative Measures of Accuracy
A derivative measure assesses the performance of a forecasting method with respect to its impact on the performance of an inventory system. This can be measured in terms of total inventory costs (expressed as the sum of inventory carrying costs and inventory stock-out
costs) or the inventory fill rate [40]. The inventory fill rate can be expressed as (6) [22].

\[
\text{Inventory fill rate} = 1 - \frac{\text{mean shortage}}{\text{mean demand}}.
\]  

(6)

where: shortage = \(\text{demand quantity} - (\text{stock on hand} + \text{delivery quantity})\).

It is reasonable to quantify the inventory carrying and inventory stock-out costs as a proportion of an item’s unit variable cost [21]. In many circumstances the stock-out costs can dramatically outweigh the unit variable cost. For example, the absence of a £10,000 spare part might cause a £100 million warship to be non-operational. This could even lead to a military defeat that could cause casualties and deaths.

4. Case Study

A large stock of spare parts is held for 184 warships in the Navy [41]. However, there is no demand for a large proportion of the stock items. While 45,557 warship spare parts were held, the demand in 2008 was 26,415 [5]. Table 2 presents the annual demand volume of spare parts in the Navy in 2008. 52.3% of spare parts had a demand of one or zero.

<table>
<thead>
<tr>
<th>Annual demand</th>
<th>No.</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 ~ 1</td>
<td>23,838</td>
<td>52.3</td>
</tr>
<tr>
<td>2 ~ 5</td>
<td>11,159</td>
<td>24.5</td>
</tr>
<tr>
<td>6 ~</td>
<td>10,560</td>
<td>23.2</td>
</tr>
</tbody>
</table>

Table 2. Annual demand volume of spare parts [5]

In order to analyse spare parts demand patterns, historical spare parts consumption records (Jan 2002 – Nov 2007) for three types of warships were collected. This is because these three types of warships have consumed a large volume of spare parts and many of these warships use the same pieces of equipment. A large proportion of the spare parts demand time series are comprised of zero demand periods. Such time series are extremely difficult to analyse. Hence, spare parts which had no demand during five years out of six were screened out in this research. Then, 300 items were randomly chosen using a random sampling procedure with a random number generator.

In order to use a HF method, a form of a group needs to be defined. An exemplified grouping structure for this research is presented as in Figure 1. The 300 items were classified by the 8 equipment groups which the items are used for. Then, the items within each equipment group were sub-classified into 36 groups using the NATO Supply Classification Group (NSCG) coding system which classifies spare parts by their functions. Research [42] has claimed that grouping based on the dollar-volume (defined as demand per year × item price) increases the accuracy of HF significantly. Hence, the 300 items were ranked in terms of the dollar-volume within the same equipment and NSCG. Much of the research shown in Table 1 limited the group size to two items. Hence, the two nearest (i.e. the most homogeneous) items in terms of
the dollar-volume form a group. The 300 items can be considered as 150 groups for HF, each containing two items.

Although the 300 items were classified by the 8 equipment groups, it was difficult to find a significantly superior forecasting method for spare parts for an equipment group consisted of a small number of items. Hence, the 8 equipment groups were combined into 3 groups (i.e. Gun & Radar, Main engine, and Generator & Air compressor) for analysis. This is based on the links of the pieces of equipment. For example, Guns and Radar are combined into an equipment group, because some of Guns are linked with Radar in combat data systems [41].

<table>
<thead>
<tr>
<th>Data aggregation</th>
<th>Statistical feature</th>
<th>300 item time series</th>
<th>150 group time series</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gun/RD ME GE/AC Total</td>
<td>Gun/RD ME GE/AC Total</td>
<td></td>
</tr>
<tr>
<td>Yearly</td>
<td>Cv(vol)</td>
<td>0.68 0.70 0.93 0.75</td>
<td>0.56 0.63 0.90 0.68</td>
</tr>
<tr>
<td></td>
<td>Correlation</td>
<td>0.46 0.37 0.56 0.43</td>
<td>- - - -</td>
</tr>
<tr>
<td></td>
<td>Skewness</td>
<td>0.86 0.91 1.42 1.02</td>
<td>0.70 0.98 1.63 1.08</td>
</tr>
<tr>
<td></td>
<td>Pr zero</td>
<td>0.01 0.00 0.00 0.00</td>
<td>0.00 0.00 0.00 0.00</td>
</tr>
<tr>
<td>Quarterly</td>
<td>Cv(vol)</td>
<td>1.25 1.28 1.44 1.31</td>
<td>1.01 1.13 1.32 1.15</td>
</tr>
<tr>
<td></td>
<td>Correlation</td>
<td>0.43 0.36 0.47 0.39</td>
<td>- - - -</td>
</tr>
<tr>
<td></td>
<td>Skewness</td>
<td>1.71 1.94 2.42 2.02</td>
<td>1.43 1.98 2.64 2.05</td>
</tr>
<tr>
<td></td>
<td>Pr zero</td>
<td>0.28 0.17 0.20 0.20</td>
<td>0.11 0.05 0.07 0.06</td>
</tr>
<tr>
<td>Monthly</td>
<td>Cv(vol)</td>
<td>2.12 2.13 2.37 2.18</td>
<td>1.69 1.86 2.14 1.90</td>
</tr>
<tr>
<td></td>
<td>Correlation</td>
<td>0.41 0.33 0.41 0.36</td>
<td>- - - -</td>
</tr>
<tr>
<td></td>
<td>Skewness</td>
<td>3.16 3.81 4.48 3.87</td>
<td>2.76 3.88 4.89 3.94</td>
</tr>
<tr>
<td></td>
<td>Pr zero</td>
<td>0.61 0.46 0.50 0.49</td>
<td>0.44 0.26 0.30 0.29</td>
</tr>
</tbody>
</table>

Table 3. Statistical features of the time series obtained from the South Korean Navy

The Navy generates forecasts based on yearly aggregated data sets [5]. However, yearly aggregated data cannot reflect seasonality. Research has found that combinatorial forecasting combined with a model that considers seasonality produced superior forecast [17, 27]. In order to develop a combinatorial forecasting method reflecting seasonality, quarterly or monthly aggregated data sets are required. In this research the time series for 300 items and their 150 groups was aggregated into yearly, quarterly, or monthly aggregation to compare the performance of forecasts produced using these different aggregation approaches. Table 3 presents the average statistical features of the time series for 300 items as well as 150 pairs. The statistics considered were: the coefficient of variation in demand volume (7) [43], correlation between item level time series in a group [29], skewness [8], and the proportion of periods with zero demand [7].

\[
\text{Coefficient of variation in demand volume} = \frac{s}{\bar{y}}. \tag{7}
\]

where: \(s\) = standard deviation of demand volume; \(\bar{y}\) = mean demand volume.

There was high Cv(vol) and significant correlation (0.33 ~ 0.56) in all the data, and skewness greater than 1.0 and high Pr zeros in quarterly and month data. This identified that the time series were variable, correlated with each other, were significantly skewed toward the left and were highly intermittent. The group time series had lower variability and intermittency than the item time series (as Cv(vol) and Pr zero were lower). The non-normal demand features with the group time series were reduced. This suggests that HF was superior to DF [12, 31]. Gun/RD had higher intermittency than the other groups as indicated by higher Pr zero value. ME was characterised as lower correlation and lower intermittency owing to lower correlation and lower Pr zero. GE/AC was characterised as higher variability and more deviating from a
normal distribution owing to higher Cv(vol) and higher skewness.

Additional information for the 300 items was obtained: i) the long forecasting horizon consisted of procurement lead time ranging from 3 to 18 months with a 12 months review cycle; ii) a large number of spare parts were substitutable. This is because the Navy purchased a series of equipment from the same manufacturers to ensure stability of supply and continued technical support. Previous research (Table 1) has indicated that the long forecasting horizon and substitutability are features which make HF better than DF.

5. The Development of Hierarchical Forecasting Methods for Naval Spare Parts

This section develops a range of direct and hierarchical forecasting methods for forecasting demand for 300 items. Each forecast for an item was produced and measured once a year: 01/05, 01/06, and 01/07 (in accordance with the review cycle). Thus, 900 forecasts (300 items \times 3 years) were generated using each forecasting method. Each forecast was based upon all the available previous periods. For example, the forecast for 2006 (or 2005) used data for the periods between 01/02 and 12/05 (or 12/04).

5.1 Direct Forecasting Methods

Simple exponential smoothing (SES) can be represented by (8). SES has been shown to be superior to moving average or other complex models when used with hierarchical forecasting [12, 27, 31].

\[
\hat{y}_t(1) = \alpha y_t + (1-\alpha)\hat{y}_{t-1}(1).
\]

where: \(\hat{y}_t(1)\) = 1 period ahead forecast made at time \(t\); \(y_t\) = demand for an item at time \(t\); 
\(\alpha\) = smoothing parameter (0 < \(\alpha\) < 1).

In the assessment of forecasting strategies for spare parts in the Korean Navy this paper focuses upon SES because the objective was to compare the alternative forecasting strategies not the individual forecasting methods. The optimal smoothing parameter of SES was identified using a forecasting software package, ‘R 2.6.2 – forecast’ [44].

<table>
<thead>
<tr>
<th>Data aggregation method</th>
<th>10 direct forecasting methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>(m) monthly aggregated data</td>
<td>(um) a forecast with monthly aggregated unadjusted data</td>
</tr>
<tr>
<td>(q) quarterly aggregated data</td>
<td>(tm) a forecast with monthly aggregated data adjusted for linear trend</td>
</tr>
<tr>
<td>(y) yearly aggregated data</td>
<td>(sm) a forecast with monthly aggregated data adjusted additive seasonality</td>
</tr>
<tr>
<td>SES</td>
<td>(tsm) a forecast with monthly aggregated data adjusted for linear trend and additive seasonality</td>
</tr>
<tr>
<td>(u) unadjusted data</td>
<td>(uq) a forecast with quarterly aggregated unadjusted data</td>
</tr>
<tr>
<td>(t) data adjusted for linear trend</td>
<td>(tq) a forecast with quarterly aggregated data adjusted for linear trend</td>
</tr>
<tr>
<td>(s) data adjusted for additive seasonality</td>
<td>(sq) a forecast with quarterly aggregated data adjusted additive seasonality</td>
</tr>
<tr>
<td>(ts) data adjusted for linear trend and additive seasonality</td>
<td>(tsq) a forecast with quarterly aggregated data adjusted for linear trend and additive seasonality</td>
</tr>
<tr>
<td>(uy) a forecast with yearly aggregated unadjusted data</td>
<td>(ty) a forecast with yearly aggregated data adjusted for linear trend</td>
</tr>
</tbody>
</table>

In order to use SES, trend and seasonal components from time series have to be measured or
removed [6]. This is because SES should generally be used for non-seasonal time series showing no trend [6]. Research has found that SES coupled with additive seasonality minimised forecasting errors for intermittent time series [45]. Thus, the time series were adjusted for linear trend and additive seasonality. Three data adjustment methods were conducted: i) linear trend values were removed from data; ii) additive seasonal deviations were removed from data; or iii) both linear trend values and additive seasonal deviations were removed from data. These data adjustment methods were combined with the three data aggregation methods so as to produce ten direct forecasting methods using SES at both group and item levels as shown in Figure 2.

5.2 Hierarchical Forecasting Methods

Various proration methods for top-down forecasting [25] and proration methods for combinatorial forecasting [16] were investigated. Four proration methods capable of producing a long horizontal forecast were employed for this research, because the Navy required a long horizontal forecast as stated. Two proration methods for TDF [25] are defined by (9) and (10); two proration methods for CF [16] are defined by (11) and (12). It is noteworthy that previous researchers [11, 17, 27] argued that combinatorial forecasting is superior to top-down forecasting, and DeLurgio [16] argued that a simple combination is as good as a more complex combination method (e.g. weighted combination).

Top-down1 (TD1):
\[ f_{i,t+p} = F_{t+p} \times \frac{\sum_{i=1}^{n} y_{i,t}}{Y_t} \]  (9)

Top-down2 (TD2):
\[ f_{i,t+p} = F_{t+p} \times \frac{\sum_{i=1}^{n} y_{i,t} \sum_{t=1}^{p} Y_t}{n} \]  (10)

Simple Combination (SC):
\[ f_{i,t+p} = \frac{1}{2} \left( F_{t+p} + \sum_{i=1}^{n} f_{i,t+p} \right) \times \frac{f_{i,t+p}}{\sum_{i=1}^{N} f_{i,t+p}} \]  (11)

Weighted Combination (WC):
\[ f_{i,t+p} = \left( w_1 F_{t+p} + w_2 \sum_{i=1}^{n} f_{i,t+p} \right) \times \frac{f_{i,t+p}}{\sum_{i=1}^{N} f_{i,t+p}} \]  (12)

where: \( y_{i,t} \) = demand of item \( i \) at time \( t \) (\( i = 1, 2, ..., N \); \( t = 1, 2, ..., n \)); \( Y_t \) = aggregate demand for a group of \( N \) at time \( t \); \( f_{i,t+p} \) = item level forecast of demand \( i \), \( p \) periods ahead made at time \( t \); \( F_{t+p} \) = group level forecast, \( p \) periods ahead made at time \( t \); \( SSE_i \) = sum of squared errors for demand \( i \); \( w_i = 1/SSE_i \Sigma (1/SSE_i) \) = weights of individual forecasts (\( \Sigma w_i = 1.0 \)).

10 TD1 and 10 TD2 methods were generated with the 10 group level direct forecasts (\( F_{t+p} \)). 100 SC and 100 WC methods were produced with the combinations of the 10 group level direct forecasts (\( F_{t+p} \)) and the 10 item level direct forecasts (\( f_{i,t+p} \)). In total 220 hierarchical forecasting methods were generated. In order to represent a hierarchical forecasting method, an abbreviation scheme was used as shown in Figure 3. For example, a forecasting method generated by SC between \( tq \) at group level and \( um \) at item level is abbreviated to \( SCtqum \) as shown.

\[ \text{Data adjustment method} \quad \text{Proration method} \quad \text{Data aggregation method} \]

\[ SC \quad l \quad q \quad u \quad m \]

Figure 3. Abbreviation for a hierarchical forecasting method

6. Formulation of Measurements

This section formulates measurements for assessing the 10 direct and 220 hierarchical forecasting methods for the 300 items. Three groups of accuracy measures were used for this
research: i) MAD and RMSE were used as absolute measures; ii) the log relative errors for MAD and RMSE were used as relative measures; and iii) the total inventory costs and the inventory fill rate were used as derivative measures. The total inventory costs were calculated using (13). The stock-out costs were assumed to be twice the inventory carrying costs (to reflect the high costs of stock outs).

\[
\text{Total inventory costs} = \text{unit variable cost} \times (\text{mean inventory per month} \times 0.2 + \text{mean stock-out per month} \times 0.4). \tag{13}
\]

In order to obtain the derivative performance of a forecasting method, a simulation of each forecasting method was conducted. The simulated inventory system was a periodic review, order-up-to-level system [46] which is similar to the Navy’s system. Figure 4 illustrates the simulated inventory system. The deterministic discrete event simulation used real data (historical consumption and lead time data from 01/02 to 11/07) to generate forecasts. Each demand was assumed to occur on the first day of each month from 01/05 to 11/07. Performance was measured over the same period. Procurement decisions based upon the forecasts was generated 3 times for each item.

7. Forecasting Results and Analysis

This section analyses forecasting results using the 10 DF methods and 220 HF methods for the 300 spare parts for the 3 years with the 3 groups of measurements.

7.1 Direct Forecasting

Table 4 presents mean ranks for the performance and the total inventory costs for the 10 DF methods for the 300 spare parts. As recommended by Sani and Kingsman [21], Friedman’s nonparametric test was used due to the non-normal nature of spare parts demand. The number of treatments was 10 (i.e. No. of DF methods) and the number of blocks was 300 (i.e. No. of items). The performance of tsm dominates followed by that of um (p-value of mean ranks = 0.000), with the exception of the total inventory costs as shown.

<table>
<thead>
<tr>
<th></th>
<th>um</th>
<th>tm</th>
<th>sm</th>
<th>tsm</th>
<th>ug</th>
<th>tq</th>
<th>sq</th>
<th>tsq</th>
<th>uy</th>
<th>ty</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAD</td>
<td>Mean rank</td>
<td>4.84</td>
<td>6.16</td>
<td>5.22</td>
<td>4.50</td>
<td>5.53</td>
<td>6.28</td>
<td>5.76</td>
<td>5.42</td>
<td>5.24</td>
</tr>
<tr>
<td>RMSE</td>
<td>Mean rank</td>
<td>4.87</td>
<td>6.15</td>
<td>5.13</td>
<td>4.43</td>
<td>5.59</td>
<td>6.29</td>
<td>5.91</td>
<td>5.38</td>
<td>5.07</td>
</tr>
<tr>
<td>Inventory cost</td>
<td>Mean rank</td>
<td>5.14</td>
<td>5.24</td>
<td>5.82</td>
<td>4.54</td>
<td>6.01</td>
<td>5.19</td>
<td>6.36</td>
<td>5.05</td>
<td>5.35</td>
</tr>
<tr>
<td></td>
<td>Costs (£1,000)</td>
<td>398</td>
<td>411</td>
<td>454</td>
<td>404</td>
<td>417</td>
<td>411</td>
<td>512</td>
<td>472</td>
<td>700</td>
</tr>
</tbody>
</table>

Table 4. Forecasting performance of direct forecasting methods
Table 5 provides the best DF methods for each equipment group in terms of Friedman’s test for the total inventory costs and MAD. Each cell presents the mean rank of the forecasting method (p-value) under each measure in each equipment group.

<table>
<thead>
<tr>
<th>Equipment Group</th>
<th>Inventory costs (p-value)</th>
<th>MAD (p-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gun/RD</td>
<td>3.85 (0.001)</td>
<td>3.73 (0.002)</td>
</tr>
<tr>
<td>ME</td>
<td>4.46 (0.000)</td>
<td>4.52 (0.000)</td>
</tr>
<tr>
<td>GE/AC</td>
<td>4.25 (0.000)</td>
<td>3.87 (0.000)</td>
</tr>
</tbody>
</table>

Table 5. Direct forecasting methods for equipment groups

7.2 Hierarchical Forecasting

The 220 HF methods were compared with the best DF method (tsm). 36 (16.4%) and 39 (17.7%) HF methods were superior to tsm in terms of the log relative error for MAD and RMSE respectively. The common top 11 HF methods in both the log relative error for MAD and RMSE are presented in Table 6. No TD1, only 1 TD2, 8 SC and 2 WC methods are included.

<table>
<thead>
<tr>
<th>MAD</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LN</td>
<td>Rank</td>
</tr>
<tr>
<td>SCtqum</td>
<td>-32.10</td>
</tr>
<tr>
<td>SCtsqum</td>
<td>-27.00</td>
</tr>
<tr>
<td>SCtsmum</td>
<td>-26.02</td>
</tr>
<tr>
<td>SCtqsm</td>
<td>-25.25</td>
</tr>
<tr>
<td>SCtqum</td>
<td>-24.75</td>
</tr>
<tr>
<td>TD2tsm</td>
<td>-22.98</td>
</tr>
</tbody>
</table>

LN = the sum of log relative errors over the 300 items.

Table 6. Top 11 hierarchical forecasting methods in terms of relative measures

The simulation results from the 220 HF methods were compared with those of the best DF (um). 35 (15.9%) HF methods were superior to um in terms of the total inventory costs. The top 10 HF methods in terms of the total inventory costs are presented in Table 7. No TD1 and TD2 methods are included, whereas 9 SC and 1 WC methods are included. SCtqum was found to be the best forecasting method as shown in Table 6 and Table 7.

<table>
<thead>
<tr>
<th>Inventory costs (£1,000)</th>
<th>Fill rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Costs</td>
<td>HF-um</td>
</tr>
<tr>
<td>SCtqum</td>
<td>354</td>
</tr>
<tr>
<td>SCtyum</td>
<td>379</td>
</tr>
<tr>
<td>SCtsm</td>
<td>359</td>
</tr>
<tr>
<td>SCtqyq</td>
<td>361</td>
</tr>
<tr>
<td>SCtqml</td>
<td>365</td>
</tr>
</tbody>
</table>

HF-um = the inventory costs of each HF method deducted by the inventory costs of um.

Table 7. Top 10 hierarchical forecasting methods in terms of total inventory costs

<table>
<thead>
<tr>
<th>Best DF</th>
<th>Best HF</th>
<th>MAD</th>
<th>RMSE</th>
<th>Simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gun/RD</td>
<td>um</td>
<td>SCtqum</td>
<td>-2.3</td>
<td>8</td>
</tr>
<tr>
<td>ME</td>
<td>tsm</td>
<td>SCtqyq</td>
<td>-12.6</td>
<td>1</td>
</tr>
<tr>
<td>GE/AC</td>
<td>tsm</td>
<td>SCtqyq</td>
<td>-2.7</td>
<td>9</td>
</tr>
</tbody>
</table>

HF-DF = the inventory costs of each HF method deducted by the inventory costs of the best DF method.

Table 8. The best hierarchical forecasting methods for 3 equipment groups
The performance of the 220 HF methods for the 3 equipment groups was investigated. The 220 HF methods were compared with the best DF for each group. The best HF methods for each equipment group that rank within the top 10 in terms of the log relative errors for MAD and RMSE and are superior to the best DF in terms of the total inventory costs are presented in Table 8. Employing these forecasting methods for the equipment groups, the total inventory costs, which result from using only the generally best forecasting method (i.e. \( SC_{tqum} \)), can be reduced. If these are used for Gun/RD, ME, and GE/AC respectively, the total inventory costs for all the 300 items were calculated as £333,502. These costs are 5.4% smaller than the total inventory costs from \( SC_{tqum} \), that is, £352,619.

8. Conclusions

The nature of the spare parts demand, which is non-normal (however, less non-normal at group level time series) and substitutable in many spare parts, and has long forecasting horizons, was identified by the data obtained from the South Korean Navy. A reduction of non-normality at group level time series \([12, 31]\), substitutability \([30]\), long forecasting horizons \([24]\) are features that could make hierarchical forecasting better than direct forecasting.

This paper has demonstrated that for Naval spare parts: i) combinatorial forecasting is superior to top-down forecasting and direct forecasting; ii) the simple combination between the forecast with quarterly aggregated data adjusted for linear trend at group level and the forecast with monthly aggregated unadjusted data at item level \((SC_{tqum})\) is generally the most superior forecasting method among the forecasting methods tested; and iii) the three simple combinations such as \( SC_{tyum}, SC_{tquy}, \) and \( SC_{tquq} \) are recommendable for the three equipment groups (Gun & Radar, Main engine, and Generator & Air compressor respectively), which have relatively different demand features. The forecasting performance was evaluated with the three groups of measurement. With these three-fold measurements, reliability and internal validity of the results are claimed to be established. The superiority of combinatorial forecasting to top-down forecasting was consistent with the literature \([11, 17, 27]\). Especially, simple combination was the most superior proration method among the proration methods tested. This superiority of simple combination corroborates DeLurgio \([16]\).

This paper has proposed a forecasting strategy for the Navy as: i) \( SC_{tqum} \) should be considered preferentially as a forecasting method for spare parts; ii) in order to reduce the risk of a wrong decision and guarantee the best practical decision verification of a forecasting method using simulation before implementing the forecast should be conducted; and iii) for the 3 equipment groups the different forecasting methods identified above should be used.
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