ABSTRACT

Uniformization has been shown to be, in many cases, a good method to compute transient state probabilities of a continuous-time Markov chain. However, two issues limit its use: uniformization can be computationally very intensive, for instance, on stiff models, and uniformization cannot be used for all model classes, e.g., models with not uniformly bounded transition rates. In this paper we introduce adaptive uniformization, a variation on standard uniformization, which can overcome these problems for some models. Adaptive uniformization differs from standard uniformization in that it uses a uniformization rate that adapts depending on the set of states that the process can be in after a particular number of jumps. Doing this can sometimes significantly reduce the computational cost required to obtain a solution. A formal definition of adaptive uniformization is first given, along with a proof that adaptive uniformization yields correct results. Characteristics of models that can facilitate solution and alternative methods for computing the required “jump probabilities” are then discussed. Finally, the computational cost of adaptive uniformization (relative to standard uniformization) is illustrated, through its application to an extended machine-repairman model.
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1 Introduction

We discuss the problem of determining the transient state probability distribution at some instant of time $t \geq 0$ of a time-homogeneous continuous-time Markov chain (CTMC) $Y = \{Y(s); s \geq 0\}$. Let $Y$ be defined on the countable, possibly infinite state space $S$, where without loss of generality we assume $S = \{0, 1, 2, \ldots\}$. Let the infinitesimal generator matrix of $Y$ be $Q = (q(i, j))$, $i, j \in S$, and define $q_i = \mathbb{E}q(i, i)$, for $i \in S$. The initial distribution over the state space $S$ is denoted as the row vector $\pi(0) = (\pi_0(0), \pi_1(0), \ldots)$. We are interested in obtaining the transient state probability vector $\pi(t)$ with $\pi_i(t) = \Pr\{Y(t) = i\}$, for any $i \in S$.

It is well known from Kolmogorov’s differential equations [2] that the transient state probability vector $\pi(t)$ obeys

$$\frac{d\pi(t)}{dt} = \pi(t)Q, \quad \text{given } \pi(0).$$

The solution of this system of differential equations is $\pi(t) = \pi(0)e^{Qt}$. Unfortunately, computing the “matrix exponential” $e^{Qt} = \sum_{i=0}^{\infty} (Qt)^i/i!$ often gives severe round-off errors because of the negative and possibly large elements in $Q$ [4]. Other numerical solution procedures exist, for a survey see [18] and [19], but most of them are not fully satisfactory. The technique that is often considered to be the method of choice for solving transient state probability distributions of CTMC’s is uniformization [5, 18]. Uniformization is based on translating the Taylor series of $e^{Qt}$ into a Taylor series with a probability matrix (with positive and bounded elements). Uniformization exploits the probabilistic nature of the generator matrix $Q$, which suggests that it might outperform other, more generic, methods [4, 9]. The applicability of the method for other transient performance and performability measures has been shown extensively [6, 12, 15, 17, 22].

For later use, we now briefly explain uniformization, which, in the context of this paper we call standard uniformization (SU). Let $\lambda = \sup_{i \in S}\{q_i\}$ be the so-called uniformization rate. Then we can define the discrete-time Markov chain (DTMC) $X = \{X_j, j = 0, 1, \ldots\}$, on the state space $S$, with transition matrix $P = (p(i, j))$, $i, j \in S$, defined by

$$P = I + \frac{1}{\lambda}Q.$$  

SU then obtains $\pi(t)$ via

$$\pi(t) = \pi(0) \sum_{n=0}^{\infty} e^{-\lambda t} \frac{(\lambda t)^n}{n!} P^n,$$
which can be rewritten as

\[ \mathbf{z}(t) = \sum_{n=0}^{\infty} e^{-\lambda t} \left( \frac{\lambda t}{n!} \right)^n \mathbf{z}_n, \]

where \( \mathbf{z}_n \), being the state probability distribution vector after \( n \) jumps of the DTMC \( X \), is deduced recursively as

\[ \mathbf{z}_0 = \mathbf{z}(0) \quad \text{and} \quad \mathbf{z}_n = \mathbf{z}_{n-1} \mathbf{P}, \quad n = 1, 2, \ldots \]  

(5)

Of course, in a practical application of SU the infinite sum in Equation (4) must be truncated after some finite number of steps, say \( N_s(\epsilon, t) \). We truncate when

\[ \sum_{n=0}^{N_s(\epsilon, t)} e^{-\lambda t} \left( \frac{\lambda t}{n!} \right)^n = 1 \Leftrightarrow \sum_{n=N_s(\epsilon, t)+1}^{\infty} e^{-\lambda t} \left( \frac{\lambda t}{n!} \right)^n \geq 1 \Leftrightarrow \epsilon. \]  

(6)

In this way \( N_s(\epsilon, t) \) is chosen such that the resulting truncation error is less than a predefined value \( \epsilon > 0 \), i.e., with \( \|x\|_{\infty} = \max_i |x_i| \) being the maximum norm:

\[ \|\mathbf{z}(t)\| \Leftrightarrow \sum_{n=0}^{N_s(\epsilon, t)} e^{-\lambda t} \left( \frac{\lambda t}{n!} \right)^n \mathbf{z}_n \|_{\infty} = \| \sum_{n=N_s(\epsilon, t)+1}^{\infty} e^{-\lambda t} \left( \frac{\lambda t}{n!} \right)^n \mathbf{z}_n \|_{\infty} \leq \] 

\[ \sum_{n=N_s(\epsilon, t)+1}^{\infty} e^{-\lambda t} \left( \frac{\lambda t}{n!} \right)^n \leq \epsilon, \]  

(7)

as all elements of \( \mathbf{z}_n \) take values in \([0,1]\). Consequently, by taking \( N_s(\epsilon, t) \) large enough, SU can solve for the transient state probabilities with any desired accuracy \( \epsilon > 0 \). Note that, in practice, truncating the summation on the left, as well as the right, may result in a computational advantage. Even when this is done, however, one must carry out the matrix-vector multiplications given in (5), since once the left truncation point is reached, \( \mathbf{z}_n \)'s are necessary for higher values of \( n \).

SU forces jumps to occur at moments generated according to a Poisson process with rate \( \lambda \), independent of the current state the DTMC \( X \) is in (which explains the term uniformization: independent of the state, there is a single, uniform, transition rate). The conditional probabilities of jumping to state \( j \) when in state \( i \) are deduced from the DTMC \( X \), and are given by

\[ p(i,j) = q(i,j)/\lambda, \quad \text{when} \ i \neq j, \quad \text{and by} \ p(i,i) = 1 \Leftrightarrow q_i/\lambda, \ i, j \in S. \]  

Note that self loops are often created in this construction, since \( p(i,i) \) can be greater than 0. The value \( \lambda \geq q_i \) ensures that the matrix \( \mathbf{P} \) is a probability matrix.

SU has been used to solve a variety of interesting models in performance and dependability evaluation, but some important models cannot be solved by SU, either because it is too slow, or because it is not applicable. For
example, stiff models are computationally very intensive to solve using SU. For these systems, the uniformization rate \( \lambda \) is large relative to the time point of interest, and consequently the number of iterations \( N_s(\epsilon, t) \) necessary to reach the desired accuracy tends to be very large. Furthermore, models with infinite state spaces and not uniformly bounded transition rates cannot be solved with SU, since a uniformization rate cannot be identified.

In this paper, we introduce "adaptive uniformization" (AU), a variation of standard uniformization. Adaptive uniformization differs from SU in that it uses a uniformization rate that adapts depending on the set of states that the process can be in after a particular number of jumps. Doing this can often significantly reduce the computational cost to obtain a solution. When AU is used, computation of the probability of the number of jumps that may occur in some time \( t \) requires solution of a general birth process (which we call the "AU-jump process") rather than a Poisson process. Note that the term adaptive uniformization has also been applied (independently) to a related idea, in the context of distributed simulation [16].

AU has the potential to avoid, to some extent, the problems associated with SU. In particular, AU can lower the numerical costs of solving stiff systems, if states with high exit rates cannot be reached until several state transitions have occurred. Furthermore, as shown in [14], it can be used to solve CTMC's with infinite state space and not uniformly bounded transition rates. While AU does not always outperform SU, we believe that in many cases it is superior and, in these cases, should be used.

Other modifications of standard uniformization have been introduced to solve the above mentioned problems. Specifically, Grassmann [5] mentions dynamic uniformization as a method to solve infinite state space models, but as argued in [14], this approach will only work when the transition rates are uniformly bounded. Methods have also been proposed to deal with stiff systems using uniformization, but these are also limited to specific model classes [18, 24]. For example, to solve for stiff models that reach steady-state fast, one can use an approach taken by Muppala and Trivedi [15]. Dunkel et al. [1], however, show that for so-called nearly completely decomposable systems steady-state detection does not work well.

The remainder of this paper is organized as follows. Section 2 formally introduces adaptive uniformization and provides a proof of its correctness. Section 3 discusses the nature of the stochastic processes employed when performing AU. It illustrates, via two small examples, the effect different characteristics of the processes can have on the AU procedure. Section 4 discusses issues related to the computation of the state occupancy probabilities of the AU-jump process. Three different methods for computing these probabilities are discussed, differing in their applicability, stability, and computational complexity. Finally, Section 5 illustrates the use of AU on a machine-repairman
model with delayed repair. In the context of this example, we compare the computational costs of AU and SU and suggest when AU is superior to SU.

2 Adaptive Uniformization

2.1 Formal Definition

Adaptive uniformization is based on the idea that it is not necessary to use a single uniformization rate, as is done in standard uniformization, but that one can adapt the uniformization rate depending on the states the DTMC $X = \{X_j \mid j = 1, 2, \ldots\}$ can be in at some epoch. To construct the DTMC, we define the set of active states at epoch $n$, $n = 0, 1, 2, \ldots$, of the DTMC $X$ as the set $A_n \subseteq S$ with

$$A_n = \{i \in S \mid \pi_n(i) > 0\}. \quad (8)$$

Then, for $n = 0, 1, 2, \ldots$, let $\lambda_n = \sup\{q_i \mid i \in A_n\}$ be the adapted uniformization rate and $Q_n = (q_n(i, j)), i, j \in S$, the adapted infinitesimal generator at step $n$, such that $q_n(i, j) = q(i, j)$ when $i \in A_n$, and $q_n(i, j) = 0$ otherwise. In other words, at epoch $n$ only the rows of the original matrix $Q$ corresponding to the active states are considered (see Section 3 for examples). Now, the adapted transition matrices are defined as

$$P_n = I + \frac{1}{\lambda_n}Q_n, \quad n = 0, 1, 2, \ldots. \quad (9)$$

Let the stochastic process $T = \{T_n; n = 0, 1, 2, \ldots\}$ be defined as

$$T_n = \text{Exp}(\lambda_0) + \text{Exp}(\lambda_1) + \ldots + \text{Exp}(\lambda_{n-1}) \text{ and } T_0 = 0, \quad (10)$$

with $\text{Exp}(\lambda_i), i = 0, 1, \ldots, n \Rightarrow 1$, denoting an exponentially distributed random variable with rate $\lambda_i$. Furthermore, define $U_n(t)$ as the probability of exactly $n$ jumps in $[0, t]$, i.e.,

$$U_n(t) = \Pr\{T_n \leq t \land T_{n+1} > t\}, \quad t \geq 0, \quad n = 0, 1, 2, \ldots. \quad (11)$$

Now adaptive uniformization computes the transient state probability distribution $\pi(t)$ as

$$\pi(t) = \pi(0) \sum_{n=0}^{\infty} U_n(t) \prod_{i=0}^{n-1} P_i = \sum_{n=0}^{\infty} U_n(t) \pi_n, \quad (12)$$

with

$$\pi_0 = \pi(0) \text{ and } \pi_n = \pi_{n-1}P_{n-1}, n = 1, 2, \ldots. \quad (13)$$
Finally, the infinite sum in (12) is truncated after $N_a(\epsilon_a, t)$ steps, with $N_a(\epsilon_a, t)$ such that
\[ \sum_{n=0}^{N_a(\epsilon_a, t)} U_n(t) \geq 1 \Leftrightarrow \epsilon_a. \] (14)

So, as in Equation (7) for SU, AU can produce a solution with any desired accuracy $\epsilon_a > 0$.

To aid in the discussion that follows, we introduce the following terminology. In particular, we call the pure birth process with transition rates $\lambda_0, \lambda_1, \lambda_2, \ldots$ the AU-jump process. In this process, the $n$-th jump, $n = 1, 2, \ldots$, takes an exponentially distributed time with rate $\lambda_{n-1}$, and after $n$ jumps the AU-jump process is in state $n$, or at epoch $n$. The DTMC with initial distribution $\pi_0$ and transition matrix $P_n$ at epoch $n$, subordinated [2] to the AU-jump process, is called the AU process.

Note the analogy between Equation (12) and Equation (4). In (4), the stochastic process $T$ defined by (10) corresponds to a Poisson process, and therefore we have $U_n(t) = e^{-\lambda t}(\lambda t)^n / n!$. SU is therefore a special case of AU, and AU allows for a more generic form of randomizing the time between jumps in a DTMC. Depending on the characteristics of the CTMC considered, AU may thus permit larger jumps than SU, thereby allowing truncation after fewer steps, while still obtaining the desired accuracy (i.e., $N_a(\epsilon_a, t) < N_i(\epsilon, t)$ for identical $t$ and $\epsilon = \epsilon_a$).

### 2.2 Proof of Correctness

To show the correctness of AU, we take a sample path approach. In particular, we show that the AU process is stochastically identical to the original CTMC, i.e., in both processes the holding time in each state $i$ is exponentially distributed with rate $q_i$, and given a transition out of state $i$, the process enters state $j$ with probability $q(i, j)/q_i$. We assume that the AU-jump process does not explode, i.e., $\sum_{n=0}^{\infty} 1/\lambda_n = \infty$. Note that this is a very natural assumption, which also gives Kolmogorov’s forward equation a unique solution.

**Lemma 1** If the AU-jump process does not explode, the holding time in the AU process of an active state $i \in S$ is exponentially distributed with rate $q_i$.

**Proof.** Let $i \in S$ be an active state at epoch $l \geq 0$, i.e., $i \in A_l$, and without loss of generality we may renumber the jumps such that $l = 0$. The holding time distribution $H_i(\cdot)$ of state $i$ in the AU process is defined by:

\[ H_i(t) = \Pr\{\text{leave state } i \text{ before time } t\} = \Pr\{\bigcup_{n=1}^{\infty}\{\text{leave state } i \text{ at epoch } n \land \text{jump occurs before time } t\}\} = \] (15)

(16)
\[
= \sum_{n=1}^{\infty} \Pr\{\text{leave state } i \text{ at epoch } n\} \Pr\{\text{jump } n \text{ occurs before time } t\}. \tag{17}
\]

The second multiplicative term, i.e., \(\Pr\{\text{jump } n \text{ occurs before time } t\}\), equals \(\Pr\{T_n \leq t\}\), defined in \((10)\). To derive an expression for the first multiplicative term in \((17)\) we observe that when state \(i, i \in S\), is left for the first time at epoch \(n\), the first \(n \leftrightarrow 1\) jumps must have been from \(i\) to \(i\), i.e., via the added self loop in state \(i\) of the DTMC. Self loops occur with probability \(1 \leftrightarrow q_i/\lambda_k, k = 0, 1, ..., n \leftrightarrow 2\). The \(n\)-th jump is out of state \(i\), which occurs with probability \(q_i/\lambda_{n-1}\). In total we have that \(p_n = \Pr\{\text{leave state } i \text{ at epoch } n\}\) equals

\[
p_n = \frac{q_i}{\lambda_{n-1}} \prod_{k=0}^{n-2} (1 \leftrightarrow \frac{q_i}{\lambda_k}), \quad n = 1, 2, \ldots \tag{18}
\]

To assure that the products are well defined for all \(n\) we say that \(\prod_{k=0}^{n-1} g(k) = 1\) for any function \(g\). The holding time distribution \(H_i(t)\) is now given by:

\[
H_i(t) = \sum_{n=1}^{\infty} p_n \Pr\{T_n \leq t\}. \tag{19}
\]

and we will show that \(H_i(t) = \Pr\{\text{Exp}(q_i) \leq t\}\). To do this, we use that the Laplace transform \(\phi_i(s)\) of \(H_i(\cdot)\) is \([2]\):

\[
\phi_i(s) = \sum_{n=1}^{\infty} p_n \prod_{k=0}^{n-1} \frac{\lambda_k}{\lambda_k + s} = \sum_{n=1}^{\infty} q_i \prod_{k=0}^{n-2} (1 \leftrightarrow \frac{q_i}{\lambda_k}) \prod_{k=0}^{n-1} \frac{\lambda_k}{\lambda_k + s}. \quad (20)
\]

If the holding time \(H_i(\cdot)\) is exponentially distributed with rate \(q_i\), \(\phi_i(s)\) must equal the Laplace transform \(q_i/(q_i + s)\) of an exponential distribution, i.e., for all \(s \geq 0\) it should hold that

\[
\sum_{n=1}^{\infty} q_i \prod_{k=0}^{n-1} \frac{\lambda_k}{\lambda_k + s} = \frac{q_i}{q_i + s}
\]

\[
\Leftrightarrow \sum_{n=1}^{\infty} \frac{q_i}{\lambda_{n-1}} \prod_{k=0}^{n-2} (1 \leftrightarrow \frac{q_i}{\lambda_k}) \prod_{k=0}^{n-1} \frac{\lambda_k}{\lambda_k + s} = \frac{q_i}{q_i + s}
\]

\[
\Leftrightarrow (q_i + s) \sum_{n=1}^{\infty} \frac{1}{\lambda_{n-1} + s} \prod_{k=0}^{n-2} \frac{\lambda_k}{\lambda_k + s} = 1
\]

\[
\Leftrightarrow \sum_{n=0}^{\infty} \frac{q_i + s}{\lambda_n + s} \prod_{k=0}^{n-1} \frac{1}{\lambda_k + s} = 1. \quad (24)
\]

We now define \(f_n = (q_i + s)/(\lambda_n + s), n = 0, 1, 2, \ldots\), and can look at this as the probability of reaching an absorbing state at epoch \(n + 1\), in a Markov chain as in \([2, \text{Vol.1, p.400}]\). That the \(f_n, n = 0, 1, 2, \ldots\), are probabilities follows
directly from $s \geq 0$ and $\lambda_n \geq q_i$, for all $n$ and $i \in A(n)$. From a result from [2, Vol.1, p.400] it then follows that

$$\sum_{n=0}^{\infty} f_n \prod_{k=0}^{n-1} (1 \leftrightarrow f_k) = 1 \Leftrightarrow \sum_{n=0}^{\infty} f_n = \infty. \quad (25)$$

Now we use the assumption that the AU-jump process does not explode, so $\sum_{n=0}^{\infty} 1/\lambda_n = \infty$. The following relation exists

$$\sum_{n=0}^{\infty} \frac{1}{\lambda_n} = \infty \Rightarrow \sum_{n=0}^{\infty} \frac{1}{(\lambda_n + s)} = \infty \Rightarrow \sum_{n=0}^{\infty} \frac{q_i + s}{\lambda_n + s} = \sum_{n=0}^{\infty} f_n = \infty, \quad (26)$$

and thus the equality (24) holds. So, when the AU-jump process does not explode, the holding time in the AU process is exponentially distributed with rate $q_i$, for every active state $i \in S$.

**Theorem 1** When the AU-jump process does not explode, the transient state probability distribution of the AU process, defined in Equation (12), is identical to the transient state probability distribution of the CTMC $Y$.

**Proof.** We have shown that the state holding times of the AU process and the CTMC $Y$ are identical. It can be seen that, given a jump out of state $i$ occurs at epoch $n$ in the AU process, it goes to state $j$ with probability $p(i, j)/(1 \leftrightarrow p(i, i))$. Now, because

$$\frac{p(i, j)}{(1 \leftrightarrow p(i, i))} = \frac{q(i, j)/\lambda_n}{1 \leftrightarrow (1 \leftrightarrow q_i/\lambda_n)} = q(i, j)/q_i, \quad (27)$$

it follows that in the AU process and the original CTMC $Y$ the transition probabilities, conditioned on the fact that a jump takes place, are equal. So, the AU process and the CTMC are stochastically identical and, hence, the transient state probabilities of both processes are identical [7].

### 3 Nature of the AU Process

Having shown that the AU process indeed mimics the probabilistic behavior of the original CTMC, it remains to be seen if and when AU will be computationally superior to SU. Before addressing that question directly, it helps to look at the nature of the AU process itself (i.e., the DTMC with initial distribution $\pi_0$ and transition matrix $P_n$ at epoch $n$, subordinated to the AU-jump process). The nature of the AU process determines the states that are active at each epoch, and hence, to a large extent, the cost associated with performing AU. Two issues are important here, and illustrated in this section via two examples.
The first issue is whether the AU process is periodic or aperiodic. We say that an AU process is periodic if there exists a set of active states that is a proper subset of the state space and repeats itself at regularly-spaced epochs. While periodic AU processes do not appear to be common in practical applications, they often result in a substantial reduction in the necessary number of iterations required in the uniformization algorithm when they occur.

To illustrate this, consider a machine-repairman (MR) model in which there are $N$ components, each having a failure rate $\nu$. The repair rate is $\mu$ for each repair facility, and, for the moment, we assume that there is only one such a facility. Typically, the failure rate is much smaller than the repair rate, i.e., $\nu \ll \mu$. The system provides proper service when at least one component is working. The reliability of the model is then the probability that the system provides continuous correct service throughout the interval $[0, t]$ (see, for instance, [8]).

For the state space, we take $S = \{0, 1, 2, ..., N\}$, with state $i \in S$ representing the number of components that have failed. To derive the system reliability, we make state $N$, representing the whole system down, an absorbing state. Figure 1 shows such state spaces for $N = 2$ and $N = 3$. We can then compute $\pi_N(t)$, and, in turn, the reliability as $R(t) = 1 \Leftrightarrow \pi_N(t)$. When doing this, we assume the system starts in full operation mode, i.e., $\pi_0(0) = 1$.

The two component model ($N = 2$) has the following infinitesimal generator $Q$:

$$Q = \begin{pmatrix}
\leftrightarrow 2\nu & 2\nu & 0 \\
\mu & \leftrightarrow(\nu + \mu) & \nu \\
0 & 0 & 0
\end{pmatrix}.$$  \hspace{1cm} (28)

AU leads to the following scheme:
We see that for even values of $n \geq 2$:

\[
\begin{align*}
\mathbf{z}_n &= (+, 0, +), A_n = \{0, 2\}, Q_n = Q_0, \lambda_n = 2\nu, P_n = P_0,
\end{align*}
\]

with the ' + ' - sign denoting values greater than 0. For odd $n \geq 3$ we obtain:

\[
\begin{align*}
\mathbf{z}_n &= (0, +, +), A_n = \{1, 2\}, Q_n = Q_1, \lambda_n = \nu + \mu, P_n = P_1.
\end{align*}
\]

Hence, by the definition above, the AU process for the MR model with $N = 2$ is periodic. Applying AU, we obtain a jump process with rates $2\nu, \nu + \mu, 2\nu, \nu + \mu$, etc., while SU yields a Poisson process with rate $\nu + \mu$. As the repair rate of models like the two component model are typically orders of magnitude larger than the failure rates, i.e., $\mu \gg \nu$, using AU results in a substantial reduction in the necessary number of iterations in the uniformization algorithm.

Periodic AU processes are not typically encountered in realistic applications. A more typical behavior is where the adapted uniformization rate will remain constant after a finite number of jumps, and the AU-jump process therefore has a fixed rate from some epoch on. This behavior occurs in many models due to self loops in the AU process, which cause certain states to remain in the set of active states from some epoch on. We call this type of model AU with converged rate, and most applications of AU result in such a process. Rate convergence has two important implications in the development of AU algorithms. First, convergence implies that after some point, the rate of the AU-jump process will be equal to the rate employed in SU, and hence there will be no further savings obtained (in number of iterations required to achieve a particular accuracy) compared with SU. Second, it implies that there is a special structure to the AU-jump process (i.e., $\forall i$ greater than some constant $m$, $\lambda_i = \lambda_m$). Such a structure can be exploited in algorithms developed to compute $\bar{U}_n(t)$, as will be seen in Section 4.

The three component MR model (i.e., the MR model with $N = 3$, from Figure 1) is an example of a model that results in an AU-jump process with converged rate. In this example, a self loop in state 0 of the AU process is introduced in epoch 2. Note that if the outgoing rate $3\nu$ of state 0 is equal to the outgoing rate $\mu + \nu$ of state 2, there is no self loop in 0, and again we
would have had a periodic AU process. However, these rates will typically not be equal, resulting in the following growth in the number of active states:

\[
\begin{align*}
\pi_0 &= (1, 0, 0, 0) & A_0 &= \{0\} & \lambda_0 &= 3\nu; \\
\pi_1 &= (0, 1, 0, 0) & A_1 &= \{1\} & \lambda_1 &= \mu + 2\nu; \\
\pi_2 &= (+, 0, +, 0) & A_2 &= \{0, 2\} & \lambda_2 &= \mu + \nu; \\
\pi_3 &= (+, +, 0, +) & A_3 &= \{0, 1, 3\} & \lambda_3 &= \mu + 2\nu; \\
\pi_n &= (+, +, +, +) & A_n &= \{0, 1, 2, 3\} & \lambda_n &= \mu + 2\nu \text{ for } n \geq 4.
\end{align*}
\]

The gain of AU compared to SU is less obvious than for the two component MR model, and strongly depends on specific model parameter values chosen. In Section 5 we will see what the reduction in number of jumps necessary with AU compared to SU can be for systems with converged rate, and what consequences this has for the computational complexity of the solution.

4 Computational Methods for the AU-Jump Process

Efficient and stable computation of the probabilities of differing numbers of jumps in the AU-jump process is necessary if adaptive uniformization is to be a viable solution method for CTMC’s. To compute these probabilities, the probability of exactly \(n\) jumps \((n = 0, 1, 2, \ldots, N_a(\epsilon_a, t))\) in some birth process must be computed. Thus, any method that can be used to obtain transient solutions of acyclic Markov chains can potentially be employed. However, characteristics of the AU-jump process (e.g., the fact that it is a pure-birth process and may have distinct rates and/or converged rate) can sometimes be used to facilitate the computation. In this section, we discuss three methods that can be used to compute these probabilities, taking into account the special structure of the AU-jump process whenever possible. In particular, we discuss the following approaches:

1. Closed-form solution,
2. Acyclic Markov chain evaluator (ACE), and
3. Uniformization.

Each of the methods will be evaluated with regard to its accuracy and complexity. \textit{Accuracy} denotes the difference between the numerically computed result and the actual (theoretical) result, and is thus influenced by elements such as the numerical stability [21] of the algorithm. \textit{Complexity} is a measure of the computation time of the algorithm. We will use the number of arithmetic expressions which have to be carried out to achieve a certain accuracy as the indicator of the complexity of the method.
4.1 Closed-Form Solution

A simple, closed-form, expression for the jump probabilities exists when all the uniformization rates in the AU-jump process are different. To illustrate this, we express the AU-jump process as a pure birth process $B = \{B(t); t \geq 0\}$, over the state space $S = \{0, 1, 2, \ldots\}$, with intensity $\lambda_{n-1}$ for the $n$-th jump, $n = 1, 2, 3, \ldots$. $U_n(t)$ is then expressed as $U_n(t) = \Pr\{B(t) = n\}$. Let $J(n)$ be the number of different values in the set $\{\lambda_0, \lambda_1, \ldots, \lambda_n\}$ and $\gamma_j$, $j = 1, \ldots, J(n)$, be the different parameter values. Furthermore, let $K_j(n)+1$ be the number of parameters in $\{\lambda_0, \lambda_1, \ldots, \lambda_n\}$ which equal $\gamma_j$. We use $j_n$ to denote the value of $j$, $1 \leq j \leq J(n)$, for which $\lambda_n = \gamma_j$.

The elements $\gamma_j, j = 1, \ldots, J(n)$, are then the different eigenvalues associated with the birth process $B$ [11, 19]. $U_n(t)$ can thus be expressed as the following sum [11, 19]:

$$U_n(t) = \sum_{j=1}^{J(n)} \sum_{k=0}^{K_j(n)} a_{j,k}^{(n)} e^{-\gamma_j t} k \quad \text{for } n \geq 0 \text{ and } t \geq 0. \quad (29)$$

When the parameters $\lambda_n$ are all different, a closed-form expression for the coefficients $a_{j,k}^{(n)}$ exists. In this case, $K_j(n) = 0$ for all $n$, and we therefore leave out the subscript $k$ in the coefficients. The coefficients $a_{j,k}^{(n)}$ in (29) then equal [13, 23]

$$a_{j,k}^{(n)} = \frac{\prod_{i=1}^{n} \lambda_i}{\prod_{i=1}^{n+1} (\lambda_i \leftrightarrow \lambda_j)} \quad \text{for } n \geq 1, \quad (30)$$

with $a_{j,k}^{(0)} = 1$.

To compute expression (30), one can derive rather straightforwardly an iterative scheme in $n$. Although the numerical accuracy of the method should be investigated, it appears that the expression is simple enough to derive satisfactorily accurate recursive schemes. Notice, however, that numerical difficulties might appear when the differences $\lambda_i \leftrightarrow \lambda_j$ for pairs $i, j \leq n+1$ in (30) are small.

The computation of (30) takes a few operations per coefficient when one computes $a_{j,k}^{(n)}$ from $a_{j,k}^{(n-1)}$, and in the $n$-th iteration there will be $n$ coefficients to compute. Thus when $N_n$ is the number of iterations in AU, the total number of arithmetic instructions required will be of order $O(\sum_{n=1}^{N_n} n) = O(N_n^2)$. Moreover, the fact that (30) is computed by a recursive scheme suggests that the required computation does not differ significantly from the ACE scheme, as will be seen in Subsection 4.2. Note that one might try to derive a closed-form solution for jump processes where not all rates are different, but that it thus is not clear whether this solution can be computed more efficiently than the generic scheme we discuss in the next subsection.
4.2 Acyclic Markov Chain Evaluator

Another possible way to compute the required probabilities in the AU-jump process is to use a recursive scheme developed by Severo [20] and later called the acyclic Markov chain evaluator (ACE) by Marie et al. [11]. Using ACE, the coefficients \( a_{j,k}^{(m)} \) in (29) can be computed by an iterative scheme, regardless of the number of occurrences of each rate in the birth process. When doing this, \( n \) new coefficients \( a^{(n)} \) must be computed at epoch \( n \). So when AU requires \( N_a \) iterations, \( O(\sum_{n=1}^{N_a} n) = O(N_a^2) \) computations are required to compute the jump probabilities.

However, as argued in Section 3, the application of AU often leads to an AU-jump process with converged rate. For this case, we have derived a more efficient version of ACE, with order of complexity \( O(N_a) \). The outline of this scheme is presented below, and a more complete derivation is presented in the Appendix. In particular, to compute the jump probabilities of an AU process with converged rate, we use the fact that the density of a hypo-exponentially distributed random variable is a sum of the form of (29) [23], and that the part of the AU-jump process with converged rate is a Poisson process, when looked upon separately.

More formally, let the rate in AU be converged from epoch \( m \) on, i.e., \( \lambda_n = \mu \) for \( n \geq m \). The density \( f_H^{(m)}(t) \) of the hypo-exponentially distributed random variable with \( m \) exponential phases can then be written as follows:

\[
f_H^{(m)}(t) = \sum_{j=1}^{J^-(m)} \sum_{k=0}^{K_j(m)} b_{j,k}^{(m)} e^{-\gamma_j t} t^k,
\]

where the parameters are as in the previous subsection, except that \( J^-(m) \) now denotes the number of different parameter values in the set \( \{\lambda_0, \lambda_1, ..., \lambda_{m-1}\} \). Furthermore, let \( j_k \) be the value of \( j, 1 \leq j \leq J^-(m) \), for which \( \gamma_j = \mu \), if such a \( j \) exists. Then define, for \( j, k, r, l \in \mathbb{R} \), and \( \zeta, t \in \mathbb{R}^+ \),

\[
A_{j,k,r,t}^{(\zeta)}(l) = b_{j,k}^{(m)}(\zeta(l))^r \frac{k!}{(k \leftrightarrow r)! r!} \frac{\mu^l}{(\mu \leftrightarrow \gamma_j)^{r+l+1}} \frac{(r+l)!}{l!} e^{-\zeta t} t^k,
\]

\[
B_{k,r,t}(l) = b_{j,k}^{(m)}(\zeta(l))^r \frac{k!}{(k \leftrightarrow r)! r!} \frac{\mu^l}{(r+l+1)!} e^{-\zeta t} t^k + 1, \text{ and}
\]

\[
C_{j,r,t}(l) = \sum_{v=0}^{r+l} \frac{(\mu \leftrightarrow \gamma_j)^v v^v}{v!}.
\]

Then \( U_{m+t}(t) \) can be expressed as (see the Appendix)

\[
U_{m+t}(t) = \sum_{j=1}^{J^-(m)} \sum_{k=0}^{K_j(m)} \sum_{r=0}^{K_{j;}} \sum_{r=0}^{K_{j;}} [A_{j,k,r,t}^{(\gamma_j)}(l) \leftrightarrow A_{j,k,r,t}^{(\mu)}(l)] C_{j,r,t}(l) + \sum_{k=0}^{K_{j;}} \sum_{r=0}^{K_{j;}} B_{k,r,t}(l).
\]
The terms, \(A(l)\), \(B(l)\), and \(C(l)\) can be computed recursively, after defining \(D(l)\), with \(j, r, l \in \mathbb{R}, t \in \mathbb{R}^+\), as follows:

\[
D_{j,r,t}(l) = \frac{(\mu \leftrightarrow \gamma_j)^{r+l}}{(r+l)!} \mu^{r+l}. \tag{36}
\]

Then,

\[
A_{j,k,r,t}^{(c)}(l) = A_{j,k,r,t}^{(c)}(l \leftrightarrow 1) \frac{(r+l)}{\mu (\mu \leftrightarrow \gamma_j)} \tag{37}
\]

\[
B_{k,r,t}(l) = B_{k,r,t}(l \leftrightarrow 1) \mu \frac{(r+l)}{(r+l+1) t}; \tag{38}
\]

\[
C_{j,r,t}(l) = C_{j,r,t}(l \leftrightarrow 1) + D_{j,r,t}(l), \tag{39}
\]

with

\[
D_{j,r,t}(l) = D_{j,r,t}(l \leftrightarrow 1) \frac{(\mu \leftrightarrow \gamma_j)}{r+l} t. \tag{40}
\]

For specific cases, even less complex schemes can be derived. For example, when all the non-converged rates are different from the converged rate (i.e., \(\gamma_j \neq \mu\) for all \(j = 1, 2, ..., J^{-}(m)\)), the \(B\)-terms in (35) disappear, because \(j_{\mu}\) is not defined. See [13] for detailed derivations of other possible schemes.

The computational complexity of the modified ACE scheme (for AU processes with converged rate) is very good. In particular, computing the terms \(A(l), B(l), C(l)\) and \(D(l)\) (with appropriate indices) from the recursive relations (37), (38), (39) and (40) requires only a constant number of operations per step, independent of the value of \(l\). As a consequence, if \(N_a\) is the number of iterations in AU, the complexity of the modified ACE scheme is \(O(N_a)\), which implies that computing the jump probabilities does not have a higher order complexity than carrying out a matrix-vector multiplication every of the \(N_a\) iterations.

However, as pointed out by other authors (e.g., [10]), the accuracy of the computational schemes which are based on ACE cannot be guaranteed, independent of the rates of the birth processes. This is a serious drawback of our modified ACE method as well, and needs careful study before any implementation of AU that uses ACE is made. Lindemann et al. [10] suggest that further modifications can be made to ACE that improve its stability, but it is not clear how much these modifications improve the method.

### 4.3 Uniformization

A third possible method to compute the probabilities of differing numbers of jumps in the AU-jump process is by standard uniformization. While using SU to compute these probabilities has a high complexity, it is numerically stable, and in some cases will have a lower overall complexity than using SU
alone. We call the use of SU to compute the jump probabilities in AU layered uniformization (LU), since uniformization is applied twice: first AU on the original CTMC, and then SU on the AU-jump process.

We consider two variants of the method, the first for general AU processes, and the second for AU processes with converged rate. As with the ACE approach, if the AU process has converged rate, we can use this fact to speed the computation time. In this section, we describe each approach, and show the error that results from truncation in both cases.

We first consider the use of uniformization to compute the jump probabilities for general AU processes. In particular, let the AU-jump process have transition rates \( \lambda_0, \lambda_1, \ldots, \lambda_{N_a} \), leading to the following generator matrix \( Q_B \):

\[
Q_B = \begin{pmatrix}
\Rightarrow \lambda_0 & \lambda_0 & 0 & 0 & \cdots & 0 \\
0 & \Rightarrow \lambda_1 & \lambda_1 & 0 & \cdots & 0 \\
0 & 0 & \Rightarrow \lambda_2 & \lambda_2 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \cdots & \cdots & \cdots & \Rightarrow \lambda_{N_a} & \lambda_{N_a}
\end{pmatrix}.
\] (41)

Then let \( \beta \geq \max\{ \lambda_i \mid i = 0, 1, \ldots, N_a \} \). We can then apply uniformization and obtain the stochastic matrix \( P_B = (p_B(i, j)) \), defined as:

\[
P_B = \mathbf{I} + \frac{Q_B}{\beta} = \begin{pmatrix}
1 \Leftrightarrow \lambda_0/\beta & \lambda_0/\beta & 0 & 0 & \cdots & 0 \\
0 & 1 \Leftrightarrow \lambda_1/\beta & \lambda_1/\beta & 0 & \cdots & 0 \\
0 & 0 & 1 \Leftrightarrow \lambda_2/\beta & \lambda_2/\beta & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \cdots & \cdots & \cdots & 1 \Leftrightarrow \lambda_{N_a}/\beta & \lambda_{N_a}/\beta
\end{pmatrix}
\] (42)

with initial distribution \( \pi_0^B(0) = 1 \). Uniformization then gives the following expression for \( U_n(t) \):

\[
U_n(t) = \sum_{k=0}^{N_B} e^{-\beta t} \frac{(\beta t)^k}{k!} \pi_k^B(n),
\] (43)

with \( N_B \) denoting the number of iterations necessary to derive the jump probabilities with pre-specified error tolerance \( \epsilon_B \) and with \( \pi_k^B(n) \) denoting the probability that the DTMC (defined by \( P_B \) and \( \pi_0^B \)) is at the \( k \)-th epoch in state \( n \), which can be computed from

\[
\pi_0^B(0) = 1 \text{ and } \pi_k^B = \pi_{k-1}^B P_B \text{ for } k = 1, 2, \ldots.
\] (44)

Now, combining the definition of AU (equations (12), (14)) with (43), leads to the following formula defining LU:

\[
\overline{\pi}(t) = \sum_{n=0}^{N_a} \left( \sum_{k=0}^{N_B} \frac{e^{-\beta t} (\beta t)^k}{k!} \pi_k^B(n) \right) \overline{\pi}_n.
\] (45)
The error incurred by using LU can be bounded in the following manner. In particular, let the error tolerance (14) for AU be $\epsilon_a$, then the total error $\epsilon$ for LU is bounded by

$$\epsilon = \| \bar{\pi}(t) \| \leq \sum_{n=0}^{N_n} \sum_{k=N_B+1}^{N_B} e^{-\beta t} \left( \frac{(\beta t)^k}{k!} \right) \pi_k^B(n) \pi_n \| \leq \epsilon_B + \epsilon_a. \tag{46}$$

To show this, first note that

$$\sum_{n=0}^{N_n} \sum_{k=N_B+1}^{\infty} e^{-\beta t} \left( \frac{(\beta t)^k}{k!} \right) \pi_k^B(n) = \sum_{k=N_B+1}^{\infty} e^{-\beta t} \left( \frac{(\beta t)^k}{k!} \right) \sum_{n=0}^{N_n} \pi_k^B(n) =$$

$$\sum_{k=N_B+1}^{\infty} e^{-\beta t} \left( \frac{(\beta t)^k}{k!} \right) \leq \epsilon_B. \tag{47}$$

Now, for any $i \in S$ we have that

$$\sum_{n=0}^{N_n} \sum_{k=0}^{N_B} e^{-\beta t} \left( \frac{(\beta t)^k}{k!} \right) \pi_k^B(n) \pi_n (i) \leq \pi_i(t) = \sum_{n=0}^{\infty} \sum_{k=0}^{N_n} e^{-\beta t} \left( \frac{(\beta t)^k}{k!} \right) \pi_k^B(n) \pi_n (i) \tag{48}$$

$$\leq \sum_{n=0}^{N_n} \sum_{k=0}^{\infty} e^{-\beta t} \left( \frac{(\beta t)^k}{k!} \right) \pi_k^B(n) \pi_n (i) + \epsilon_a \tag{49}$$

$$= \sum_{n=0}^{N_n} \sum_{k=0}^{N_B} e^{-\beta t} \left( \frac{(\beta t)^k}{k!} \right) \pi_k^B(n) + \sum_{k=N_B+1}^{\infty} e^{-\beta t} \left( \frac{(\beta t)^k}{k!} \right) \pi_k^B(n) \pi_n (i) + \epsilon_a \tag{50}$$

$$\leq \sum_{n=0}^{N_n} \sum_{k=0}^{N_B} e^{-\beta t} \left( \frac{(\beta t)^k}{k!} \right) \pi_k^B(n) \pi_n (i) + \epsilon_B + \epsilon_a \tag{51}$$

and (46) follows.

In the special case that the AU process has converged rate $\mu$ from some epoch $m$ on, and uniformization of the AU-jump process is carried out with the converged rate $\beta = \mu$, the computational scheme can be simplified considerably. In this case, it is evident that $p_B(i, i+1) = 1$ for $i \geq m$ ($p_B(i, i+1)$ as defined in (42)). Consequently, (44) reduces to

$$\pi_k^B(n) = \pi_{k-1}^B(n \leftrightarrow 1), \text{ for } n > m. \tag{52}$$

Now, if the elements $\pi_k^B(m)$ are stored in memory, $\pi_k^B(n)$, for $n \geq m$ and $k \geq n \leftrightarrow m$ is just

$$\pi_k^B(n) = \pi_{k+m-n}^B(m). \tag{53}$$

So, the probabilities $\pi_k^B(n)$ for all $n \geq m$ are known at epoch $m$, which substantially reduces the amount of computation necessary to perform LU.
<table>
<thead>
<tr>
<th>Method</th>
<th>Stability</th>
<th>Order Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Closed-form</td>
<td>Not Stable</td>
<td>$N_a^2$</td>
</tr>
<tr>
<td>ACE</td>
<td>Not Stable</td>
<td>$N_a^2$</td>
</tr>
<tr>
<td>Modified ACE</td>
<td>Not Stable</td>
<td>$N_a$</td>
</tr>
<tr>
<td>Uniformization</td>
<td>Stable</td>
<td>$N_B N_a$</td>
</tr>
<tr>
<td>Uniformization with converged</td>
<td>Stable</td>
<td>$\sqrt{N_B N_a}$</td>
</tr>
<tr>
<td>Poisson probabilities</td>
<td>Stable</td>
<td>$\sqrt{N_s}$</td>
</tr>
</tbody>
</table>

Table 1: Stability and order complexity when computing the jump probabilities in AU and SU.

The accuracy of LU is good, but the complexity is high. In particular, LU leads to a stable numerical algorithm since uniformization itself is stable, and it thus can be expected to give accurate results. The computational complexity of computing the jump probabilities is that of uniformization with uniformization rate $\beta$ for a CTMC with $N_a + 1$ states. Thus the general case (non-converged rate) demands $O(N_B)$ (with $N_B$ as defined in (43)) matrix vector multiplications for squared matrices of size $N_a$, giving a total complexity of $O(N_B N_a)$.

When the AU process has a converged rate, left truncation can be applied, as in the case of computing Poisson probabilities in SU, i.e., one only computes (52) for $k \geq L$, with $L$ the left truncation point, chosen such that the Poisson probabilities $e^{-\beta t} (\beta t)^l / l!$ can be neglected for $l < L$ (see for more details [14]). This reduces the complexity to $O(\sqrt{N_B})$ operations at every iteration in the AU process (as shown in [3]), and consequently the total complexity becomes $O(\sqrt{N_B} N_a)$.

### 4.4 Comparison of Methods

Table 1 lists the characteristics of the discussed methods for computing the jump probabilities in AU, as well as for computing the Poisson probabilities in SU by the scheme of Fox and Glynn [3]. $N_a$, $N_s$ and $N_B$ are defined in (14), (7) and (43), i.e., they denote the necessary number of iterations in AU, SU and in the uniformization applied to the AU-jump process in LU, respectively. So, $N_a$ is always less than or equal to $N_s$, but their absolute difference is problem dependent. Furthermore, uniformization of the AU-jump process can be carried out with the same uniformization rate as standard uniformization of the original CTMC $Y$ if it has converged rate (see [14] for more details). In that case $N_B = N_s$.

We see from Table 1 that none of the methods outperforms the computation of Poisson probabilities in SU. Furthermore, the only numerically stable method for computing the jump probabilities for AU in Table 1 is uniformiza-
tion, which has a high time complexity. On the other hand, the modified ACE algorithm is the least time consuming method, but is not numerically stable. This suggests that further study is necessary to determine a “best” method for computing the jump probabilities in AU. In spite of the higher order of LU than SU, and the numerical instability of ACE, there are cases where AU will outperform SU. The situations when this will occur are investigated in the next section, in the context of a machine-repairman problem with delayed repair.

5 Extended Machine-Repairman Example

The previous section gave order-of-magnitude estimates of the complexity of computing the jump probabilities of the AU-jump process. While these estimates are important in determining the overall complexity of adaptive uniformization, the complexity also depends on other aspects of the computation, and is dependent on the specific characteristics of the system under study. To investigate these issues, we consider a machine-repairman example with delayed repair. The intent is not to give a precise accounting of the costs of a specific implementation of AU and SU, but to evaluate qualitatively, when AU is computationally attractive. This will be done by counting the number of operations that need be performed using SU, AU using ACE with converged rate, and LU (AU with SU to compute the jump probabilities).

5.1 System Description

The system considered is an extended machine-repairman (EMR) model with delayed repairs. There are $K$ components, each with failure rate $\rho$, and repair starts when $r$ components have failed, and continues until all components have been repaired. At this point, repair is once again disabled, and does not begin again until $r$ components have once again failed. A failure is a hard failure with probability $1 \leftrightarrow c$ and a soft failure with probability $c$, $c$ being the so-called coverage factor. Repair takes an exponentially distributed time with parameter $\mu$ for a hard failure, and with parameter $\nu$ for a soft failure. Every failed component has its own repair facility. Typically $\nu > \mu$ and $\nu, \mu \gg \rho$. System failure occurs when all components have failed. We are interested in the reliability of the system, starting from a fully operational system.

To construct a CTMC for the EMR model, we define the state space as the set $S = \{(i, j, b) \mid 0 \leq i, j \leq K; i + j \leq K; b \in \{0, 1\}\}$, with $i$ denoting the number of hard failed components, $j$ the number of soft failed components, and $b$ whether repair is enabled ($b = 1$) or not ($b = 0$). When $i = j = 0$ we always have $b = 0$. To compute the reliability, all states in which the system is no longer providing proper service have been joined to one absorbing state.
Figure 2: Extended machine repairman model with four components \((K = 4)\) and delayed repair starting after two failures \((r = 2)\).

d. See Figure 2 for an example of the CTMC with \(K = 4\) and \(r = 2\). The reliability \(R(t)\) is then defined as: \(R(t) = 1 \Leftrightarrow \pi_d(t)\). We start with a fully operational system, so \(\pi_{(0,0,0)}(0) = 1\). For highly reliable applications, such as those encountered in avionics, the mission time \(t\) will typically be considerably less than the mean time until the first failure \(1/K\rho\). In other applications, such as distributed computer systems, a mission time higher than \(1/K\rho\) might be more common. We will thus study the computational cost for a wide range of \(t\)'s, to see the effect of the choice of method in each case.

The first step in the solution process, when using AU, is to construct the AU-jump process for the CTMC. For this example, we obtain:

\[
\begin{align*}
\lambda_0 &= K\rho, \quad \lambda_1 = (K \leftrightarrow 1)\rho, \ldots, \lambda_{r-1} = (K \leftrightarrow r + 1)\rho, \\
\lambda_r &= r\nu + (K \leftrightarrow r)\rho, \quad \lambda_{r+1} = (r + 1)\nu + (K \leftrightarrow r \leftrightarrow 1)\rho, \ldots, \lambda_{K-1} = (K \leftrightarrow 1)\nu + \rho, \\
\lambda_K &= (K \leftrightarrow 2)\nu + 2\rho, \quad \lambda_{K+1} = (K \leftrightarrow 1)\nu + \rho, \quad \lambda_{K+2} = (K \leftrightarrow 1)\nu + \rho, \ldots.
\end{align*}
\]

In the following, we have used the above adapted uniformization rates, except for \(\lambda_K\), which was taken to be \(\lambda_K = (K \leftrightarrow 1)\nu + \rho\). This was done so the AU process would have a converged rate after \(K \leftrightarrow 1\) jumps.

5.2 Operation Counts

To determine the computational cost associated with SU, AU with modified ACE, and LU for this example, we need to count the number of operations
Figure 3: The number of iterations needed with AU and SU for the EMR model, as function of $t$.

necessary to achieve the desired accuracy for the given model parameter values. Looking at equations (6) (SU) and (14) (AU), we see that we must first calculate the number of iterations required to reach the specified accuracy. This was done for SU by direct solution of (6), and for AU by solving (using standard uniformization) the AU-jump process and determining the number of states in the process that need to be considered to achieve the desired accuracy. For this computation, $\epsilon$ and $\epsilon_a$ were taken to be $10^{-4}$, $K = 20$, $\rho = 1$ and $\nu = 1000$. $r$ and $t$ were varied to see their influence on the number of jumps required.

Figure 3 gives (in logarithmic scale), the number of iterations $N_a(t)$ necessary with AU for different repair strategies ($r = 5, 10, 15$ and $20$), and compares them with the number of iterations $N_s(t)$ needed with SU to achieve the same accuracy. In the figure, the upper curve (marked SU) gives the number of iterations necessary with standard uniformization. The remaining curves give the number of iterations needed with AU, for the values of $r$ as marked. Note that as expected, independent of $r$, $N_s(t) > N_a(t)$. Furthermore, note the curves all have the same values for $t$ with $N_a(t) < r$, as the adaptive uniformization rates in (54) are in that case independent of the value of $r$.

Given the required numbers of iterations for each method, we can now count the total number of operations necessary to obtain the desired solution.
In this calculation, we consider additions, subtractions, multiplications, and divisions equal in cost, and to have a cost of one operation. Implementation details that may require additional operations (such as work necessary to prevent arithmetic underflow and overflow) are not considered, since the goal is to compare the algorithms themselves, not a particular implementation. The costs associated with each method were broken into three categories:

1. The operations necessary to generate the $P_n$ (i.e., computation of (9), denoted $GEN$, in the following),

2. The operations necessary to perform the required matrix-vector multiplications $z_n = z_{n-1}P_{n-1}$ (denoted $MVM$), and

3. The operations necessary to compute the jump probabilities $U_n(t)$ (denoted $JPR(ACE)$ if by ACE, and $JPR(LU)$ if by SU).

The number of operations necessary to generate the required $P_n$ ($GEN$) depends on the structure of the CTMC, and the number of different matrices which have to be generated. In particular, to compute 1), the structure of the EMR-model was analyzed and the number of operations required to generate each matrix was computed. These costs were then summed to obtain the total cost for this component. For small time points, only non-converged rates need be considered, and the number of generations depends on $N_a$. For larger time points, states in which the jump process has converged are reached, and further generations are not necessary. Thus for large $t$ the number of operations necessary for $GEN$ has an upper bound, independent of $N_a$.

Computation of the number of operations necessary to perform the matrix-vector multiplications ($MVM$) in AU was done in a similar manner, except that a new multiplication is necessary at each iteration. To obtain the total cost, the cost for each iteration was calculated, and these costs were summed together. Note that only active states need to be considered in the multiplication, and hence not all multiplications have the same cost.

Computation of $JPR$ in AU depends on the method used for the computation. For ACE with converged rate, we simply counted the required number of operations, using equations (35-40). For LU, we computed the number of operations needed to perform SU on the AU-jump process, using the method presented in Subsection 4.3. For this computation, $N_B$ was taken to be equal to $N_s$, and the converged nature of the AU-jump process was taken into account. Note that the $MVM$ required in performing this calculation is much less costly than required if SU was performed on the original CTMC, since the AU-jump process is a pure birth process.

Finally, computation of the number of operations necessary to perform SU was done in a similar manner to that for computing the jump probabilities via
Figure 4: The contribution of \( JPR \), \( GEN \) and \( MVM \) in the complexity of \( AU \) for the EMR model with \( r = 10 \), as function of \( t \).

LU except that the \( MVM \) now was done on the transition matrix constructed as in (2).

5.3 Results

Figure 4 presents the count of operations for each of the categories just discussed when \( r = 10 \). As can be seen in the figure, both the computational cost of \( AU \) with modified ACE (marked \( JPR(ACE) \)) and with uniformization (marked \( JPR(LU) \)) are given. The graph gives a good indication of the relative complexities of the various parts of the \( AU \) computation. In particular, note that when the uniformization rate has converged no new matrices \( P_n \) need be computed and the cost of \( GEN \) remains constant. As a consequence, the contribution of \( GEN \) becomes negligible for large \( t \). Furthermore, it can be seen that \( MVM \) requires the most work, even though the model considered is relatively small.

With regard to the computation of the jump probabilities (\( JPR \)), we see that the modified ACE scheme \( JPR(ACE) \) is computationally less expensive than layered uniformization (\( JPR(LU) \)), as was expected from the discussion in Section 4. Note further that because \( JPR(LU) \) is of higher order \((O(\sqrt{NB}N_a))\) than \( MVM \) \((O(N_a))\), \( JPR(LU) \) increases faster than \( MVM \). For
large \( t \) \( JPR(LU) \) will thus become the computationally most intensive factor. \( JPR(ACE) \), however, remains less than \( MVM \), as it has the same order but a lower “constant.” Finally, note that for small \( t \) \( JPR(LU) \) profits least from the fact that only a few iterations are necessary with AU. This can be explained by the fact that uniformization of the AU-jump process requires a considerable number of iterations, even for small \( t \).

Having examined the components that make up the AU computation, the total computation cost of SU, AU with ACE and LU is now examined. Figure 5 shows the total operation cost for the EMR model when \( r = 10 \), for small values of \( t \). As before, both AU with modified ACE (marked \( AU \leftrightarrow ACE \)) and LU (marked \( LU \)) are considered. For small \( t \), AU outperforms SU since it demands considerably fewer iterations. When \( t \) increases, however, \( LU \) becomes less attractive than SU, because it has higher complexity (note that \( LU \) does not result in a straight line). In particular, there exists a turning point \( t^*_LU \) such that LU demands less computational effort than SU when \( t < t^*_LU \), and more effort when \( t > t^*_LU \).

AU with modified ACE also exhibits a turning point, with respect to SU, but at a higher value of \( t \), as can be seen in Figure 6. Although both AU with ACE and SU have order complexity linear in the number of iterations necessary, the “constant” in AU with ACE is higher. As a consequence, there exists
a turning point \( t^*_{ACE} \), such that AU with ACE demands less computational effort when \( t < t^*_{ACE} \), and more effort when \( t > t^*_{ACE} \).

As illustrated by the EMR example, there are situations where AU (with ACE or SU to compute the jump probabilities) will perform better than SU, and cases when it will perform worse. The conditions that lead to such differing performance are model specific, and depend on the particular point in time considered. For example, when the state-space size of the CTMC increases, the cost of MVM will become an even more prominent factor. The size of the model considered in this section was very small, only a few hundred states. In larger state spaces, as would be expected in realistic system models, the turning points would probably be orders-of-magnitude larger. Furthermore, the “stiffness,” by which we mean the difference in magnitude of values of parameters in the model, influences the speed-up achievable with AU. If the model is very stiff, SU will perform poorly. AU will be much better if there are several jumps until states with high exit rates become active. Other characteristics that can influence the relative speeds of AU and SU include: the desired accuracy \( \epsilon \), the number of time points \( t \) of interest, and the chosen adapted uniformization rates.

The relative difference between AU and SU is thus very problem dependent, and it is hard to tell, from a single example, how useful it will be in practice. It
is clear, however, that it is better than SU in some cases, and that experimental work should be done to determine how common these cases are.

6 Summary and Conclusions

This paper introduces adaptive uniformization, a generalization of standard uniformization. In adaptive uniformization, a discrete time Markov chain is subordinated to a jump process that, contrary to SU, is not necessarily a Poisson process. Using a more general jump process can, in most cases, reduce the number of iterations necessary to compute the state-occupancy probabilities of the process at some time \( t \) with a specified accuracy. Although there will normally be more computational overhead per iteration, the reduction in number of iterations can sometimes outweigh the increased cost per iteration, and reduce overall the cost of solution.

In the paper, we first formally defined adaptive uniformization and proved the correctness of the method. We then discussed characteristics of the AU process that can facilitate solution, followed by alternative methods for computing the jump probabilities. This computation is a key, and difficult, part of the AU algorithm. The computation is key for two reasons: it may have much higher cost than the corresponding Poisson probability calculation in SU, and it may not be computationally stable, depending on the method chosen for computing the jump probabilities. We proposed three methods by which these probabilities could be calculated, and discussed the relative complexity and stability of each. Furthermore, we showed that more efficient algorithms can be developed for AU processes with converged rate, which we believe often arise in realistic examples. For example, for AU processes with converged rate, we derived a tailored ACE scheme with complexity linear in the necessary number of jumps. Similarly, we derived a layered uniformization method which takes advantage of the converged-rate nature of many problems.

Finally, we illustrated the computational cost of AU (relative to SU) through its application to an extended machine-repairman model. The example considered illustrated the different computational costs associated with SU, AU with ACE, and LU. In particular, we identified when AU-ACE and LU can be expected to be computationally more attractive than SU for this example. Specifically, AU-ACE and LU both outperform SU for small values of \( t \), and exhibit a turning point \( t^* \) such that AU becomes computationally more intensive than SU for \( t > t^* \). While we have only shown the existence of these turning points for a single example, we believe that they occur in most applications.

While there are still many practical issues that need to be resolved, we believe that adaptive uniformization has advantages over standard uniformization in many cases. Work is ongoing to implement the variations of AU pre-
presented herein, and compare, precisely, the relative merits of AU and SU for a wide range of examples. It would also be interesting to investigate the extension of AU to solve for other measures of interest, such as mean cumulative rewards [19] and cumulative reward distributions [22]. AU might also be profitably used to cope with the state-space explosion problem, by combining it with techniques such as those in [15, 17].

7 Acknowledgments

We like to acknowledge Boudewijn R. Haerkort, Tele-Informatics, University of Twente, and Erik A. van Doorn, Department of Mathematics, University of Twente, for suggestions that helped to improve the paper. We would also like to acknowledge John D. Diener, Department of Electrical and Computer Engineering, University of Arizona, for writing computer programs to calculate the number of iterations necessary for SU and AU to achieve a desired error bound, and for suggestions that helped improve the paper. We also would like to thank the three anonymous reviewers, who made suggestions that substantially improved the content of the paper.

Much of this work was done while A. P. A. van Moorsel was visiting the University of Arizona, under the support of the Netherlands Organization for Scientific Research (NWO), grants R62-385 and SIR13-1260. W. H. Sanders has been supported, in part, by the Digital Faculty Program: Incentives for Excellence.

REFERENCES


Appendix

In this appendix, we give the derivation of the modified ACE scheme for AU with converged rate. In particular, we will show that for AU with converged rate $\mu$ after $m$ jumps, $U_{m+t}(t)$ is given, for $l = 0, 1, 2, \ldots$, by

$$U_{m+t}(t) = \sum_{k=0}^{K_{j_0}(m)} \sum_{r=0}^{k} b_{j_0,k}^{(m)} \left( \frac{k!}{(k \leftrightarrow \gamma_j)!r!(r + l + 1)} \right) e^{-\mu t_{k+l+1}}$$

$$+ \sum_{j=1}^{J-(m)} \sum_{k=0}^{K_{j}(m)} \sum_{r=0}^{k} b_{j,k}^{(m)} \left( \frac{k!}{(k \leftrightarrow \gamma_j)!r!(r + l + 1)} \right) e^{-\gamma_j t_{k+r}}$$

$$\Rightarrow \sum_{j=1}^{J-(m)} \sum_{k=0}^{K_{j}(m)} \sum_{r=0}^{k} b_{j,k}^{(m)} \left( \frac{k!}{(k \leftrightarrow \gamma_j)!r!(r + l + 1)} \right) e^{-\mu t_{k+r}} \sum_{v=0}^{r+l} \frac{\mu^v}{v!}$$

with $j_{\mu}$ denoting the value of $j$ for which $\gamma_j = \mu$.

To do this, we use the fact that the birth process is constructed out of two parts; the first $m$ jumps are such that the probability of having $m$ jumps before time $t$ is hypo-exponentially distributed, and the last $l$ jumps behave...
as a Poisson process, when looked upon separately. The hypo-exponential density with $m$ phases is given by the expression (31). We thus obtain

$$U_{m+t}(t) = \int_0^t f^{(m)}_H(t \leftrightarrow s) \frac{(\mu s)^t}{t!} e^{-\mu s} ds$$ (58)

$$= \int_0^t \sum_{j=1}^{J^{(m)}_l} \sum_{k=0}^{K_j^{(m)}} b^{(m)}_{j,k} e^{-\gamma_j (t-s)} (t \leftrightarrow s) \frac{\mu s}{t!} e^{-\mu s} ds.$$ (59)

Using $(t \leftrightarrow s)^k = \sum_{r=0}^k \frac{k!}{r!(k-r)!} t^{k-r} e^{(\leftrightarrow s)^r}$ we obtain

$$U_{m+t}(t) = \sum_{j=1}^{J^{(m)}_l} \sum_{k=0}^{K_j^{(m)}} \sum_{r=0}^k b^{(m)}_{j,k} (t \leftrightarrow s)^r \frac{\mu^l}{l!} \frac{k!}{(k \leftrightarrow r)! r!} e^{-\gamma_j t^{k-r}} \int_0^t s^{r+l} e^{-(\mu-\gamma_j)s} ds.$$ (60)

We separate the summation in (60) in terms of $j$, such that $\mu = \gamma_j$ (i.e., $j = j_\mu$) and $\mu \neq \gamma_j$. This is necessary since it is possible that $\mu$ is also one of the rates in the first $m$ non-converged jumps. When $\mu = \gamma_j$ the integral expression in (60) reduces to $\int_0^t s^{r+l} ds = \frac{(r+l)!}{(\mu \leftrightarrow \gamma_j)^{r+l+1}}$. When $\mu \neq \gamma_j$ we use that, e.g., [2],

$$\int_0^t s^{r+l} e^{-(\mu-\gamma_j)s} ds = \frac{(r+l)!}{(\mu \leftrightarrow \gamma_j)^{r+l+1} (1 \leftrightarrow e^{-(\mu-\gamma_j)t} \sum_{v=0}^{r+l} (\mu \leftrightarrow (\mu \leftrightarrow \gamma_j)^v t^v)}$$ (61)

So, we obtain:

$$U_{m+t}(t) = \sum_{j=1}^{J^{(m)}_l} \sum_{k=0}^{K_j^{(m)}} b^{(m)}_{j,k} \sum_{r=0}^k (t \leftrightarrow s)^r \frac{k!}{(k \leftrightarrow r)! r!} \frac{\mu^l}{l!} e^{-\mu t^{k-r}} \frac{t^{r+l+1}}{(r+l+1)}$$ (62)

$$+ \sum_{j=1 \neq j_\mu}^{J^{(m)}_l} \sum_{k=0}^{K_j^{(m)}} b^{(m)}_{j,k} \sum_{r=0}^k (t \leftrightarrow s)^r \frac{k!}{(k \leftrightarrow r)! r!} \frac{\mu^l}{l!} \frac{(r+l)!}{(\mu \leftrightarrow \gamma_j)^{r+l+1}} e^{-\gamma_j t^{k-r}}$$ (63)

$$\Leftrightarrow \sum_{j=1 \neq j_\mu}^{J^{(m)}_l} \sum_{k=0}^{K_j^{(m)}} \sum_{r=0}^k b^{(m)}_{j,k} (t \leftrightarrow s)^r \frac{k!}{(k \leftrightarrow r)! r!} \frac{\mu^l}{l!} \frac{(r+l)!}{(\mu \leftrightarrow \gamma_j)^{r+l+1}} e^{-\mu t^{k-r}} \sum_{v=0}^{r+l} (\mu \leftrightarrow (\mu \leftrightarrow \gamma_j)^v t^v)}$$ (64)

Equations (62), (63) and (64) are close to final form, but can be simplified, resulting in the desired result, as given in equations (55), (56) and (57). Finally, an inspection of (55), (56) and (57) shows that the required terms in the summation can be written recursively, as was given in equations (37), (38), (39) and (40). We thus obtain the results that are given in Section 4.2.