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Abstract: Rapid control systems prototyping have been used to develop controllers for numerous applications. However, most methods are constrained by programming language, embedded systems configurations, and types of operating systems used. These constraints often make the modelling, control systems design and testing difficult to accomplish, and inflexible when dealing with complex mechatronics systems such as an underwater robotic vehicle (URV) before it has been fully developed. With the proposed xPC Target platform, dynamics of the URV including the hydrodynamics parameters can be experimentally determined, simulated and validated easily with computational fluid dynamic method. The experiment with a robust sliding-mode control of the Autonomous Underwater Vehicle (AUV) using the dynamic model obtained is first shown. In the pool trials, the sliding-mode controller deems to be robust enough to control the top control surface angular position despite of the uncertainties in the hydrodynamic parameters obtained and the external disturbance during pool test.
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1. Introduction

The rapid control systems prototyping have been used to develop controllers for many industry applications. In 1992, a system was developed at Ford [Milam, 1993] to allow the control engineers to use MATLAB/Simulink, to design the controller in graphical form, and generate C code that was then executed in synchronization with a pre-existing embedded controller to allow rapid evaluation of control ideas. Hanselmann (1996) proposed a total development environment, in which the integration among the design of control rules, the system simulation, and the automatic code generation can be accomplished in the same developmental environment. This design concept avoids the integration problem of the conventional control system development, because a series of controller designs and verifications had to be fulfilled in different platforms and environments. With that, a number of rapid prototyping software namely: real-time windows target, real-time embedded target and xPC Target were developed. In 2002, the use of xPC Target was exploited by Burns and Sugar (2002) who applied it to set up a rapid development platform for remote arm control with force feedback in a robotic system. Subsequently in 2007, the real-time workshop (RTW) was used on X–Y table for motion control [Chen et. al., 2007]. For the past two decades, most rapid prototyping of controllers were implemented in the MATLAB/Simulink platform due to its diverse hardware support, complete software solution, and integrated development environment on model based designs without having to write and learn the intricacies of writing detailed embedded code. These can be further seen in the applications such as automotive system design[Loh et al., 2007; Chu et al. 2009, Guo et al., 2009], process control[Saad and Zailani, 2007; Adnan et al., 2010], vibration control[Park et al., 2009; Fei and Yang, 2006] and robotic[Low et al., 2005; Wei et al., 2005] systems.

As observed from the above-mentioned literatures, the prototyping of the embedded system could vary according to applications. Noticeably, it has not covered much on the underwater robotic vehicles (URV) such as an autonomous underwater vehicle (AUV) [Chin et al., 2009] development using xPC Target, in particular, the rapid control system prototyping involving dynamic modelling, control systems design, hardware-in-the-loop testing and implementation. Besides, most underwater robotic systems development [Fehrani et al., 2010; Byron and Tyce, 2007], just to name a few, used QNX, Unix-OS/90, LinuxMZ
runtime environment in their control systems design. These methods may not be easy for engineers and/or students to use as it consists of extensively C/C++ programming codes and inputs-outputs circuitry for interfacing prior to the dynamics modelling, and also the testing of the hydrodynamic parameters for the control systems design. In recent years, there has been much interest in the development of AUV and the practical application of AUVs that involves major challenges of precise track-keeping and fast obstacle avoidance [Ura et al., 2006]. Recently, AUV development capacity is enhanced by the use of the computational modelling in the design, manipulation, and control of AUVs. The use of xPC Target computer models provide a means of modelling and determining the performance of a proposed vehicle during the design phase, and to devise and optimize a controller for enhancing the vehicle’s performance characteristics iteratively using hardware-in-the-loop concept.

To facilitate the dynamic modelling and subsequent motion control of the AUV with the installed thrusters, the works are broken down into three sub-tasks: the determination of the hydrodynamic coefficients of the vehicle, the simulation of the control systems design, for a known set of control inputs, to obtain the ensuing motion of the vehicle, and the testing of the AUV in the field. The uncertainty involved in the determination of the hydrodynamic coefficients usually induces the errors in the model or final result. However with robust control scheme [Utkin, 1977] that has the ability to compensate for these modelling errors and uncertainties, the accuracy of the hydrodynamic coefficients would not pose a great problem in most URV control systems design. The main contribution of the paper is the integration of xPC-Target in a systematic approach from the modelling and simulation to the subsequent control system design on the AUV before and during the actual implementation. Hence, the proposed systematic approaches felicitate the designing and testing of a typical marine vehicle such as the AUV system.

The paper is organized as follows. The paper is organized as follows. In Section 2, the essential hardware and software used in conjunction with xPC Target are introduced. In Section 3 and 4, the modeling of the AUV dynamics in horizontal plane and the actuator dynamics are shown respectively. In Section 5, the hydrodynamics modeling of the AUV is discussed. It is followed by the sliding-mode control system design for controlling the top control surface angular position in Section 6. Lastly, the obstacle avoidance test in the pool is shown in Section 7, and the paper is concluded with future works.

2. AUV and xPC Target System Overview

An autonomous underwater vehicle (AUV) was constructed in 2009 to serve as a test-bed for systems research, and as a general research and development tool for years to come. It is neutrally buoyant in water, axi-symmetric and has a cylindrical-like body as shown in Fig.1. The vehicle has an overall length \( L \) of 0.6 m, a diameter \( D_a \) of 0.25m and a dry weight \( m \) of approximately 14 kg. The center of buoyancy is located at \((0, 0, -0.001m)\). The thruster is made up of a brush-type DC motor and a three-bladed propeller (with diameter equal to 0.18m). The AUV has a pair of side fins and a pair of top and bottom control surfaces near its end part generates yawing moments for horizontal movement. The necessary power is supplied by packs of lithium ion batteries, which can be sustained to operate at a speed of maximum 1m/s for 3 hours. The vehicle is equipped with an altimeter sensor for measuring forward distance and a magnetic compass for measuring heading. The encoders at the motors are for measuring the angular position and the angular velocity of the motor shaft.

![Fig. 1: A test-bed AUV with coordinate systems](image)

For AUV modelling and control verification using the hardware-in-the-loop concept, the xPC Target software and hardware as shown in Fig. 2 are used. The schematic diagram of system setup composed of:

- an industrial PC104- Athena II CPU (or Prometheus CPU) card,
- a Pandora enclosure with DAQ card,
- two brush-type Transmotec DC motor with encoder,
- a three-bladed propeller,
- four Omega strain gages with Kyowa amplifier,
- two Advanced power amplifiers,
- a Honeywell magnetic compass, and
- a Tritech PA200 digital precision altimeter.

The motion of the vehicle is controlled by an onboard industrial PC104 computer in target PC, which runs with the help of the xPC Target software and Target kernel. Ethernet link is used for communication with the host PC that has MATLAB and Simulink packages installed. The PC104 computer, Athena II is connected to power amplifier, DC motor, altimeter and magnetic compass. When the executable code is running in xPC Target kernel, the commanded voltage signals are generated from the I/O board analog output channels and go into the power amplifiers to drive the respective DC motors. As shown in Fig. 2, the encoders are connected to digital channel of the I/O board whilst the altimeter is connected to the analog input of the I/O board. The magnetic compass is connected to the RS232 port and was calibrated against the software as shown in Fig. 3. To operate and test the test-bed AUV, the Simulink block diagram that contains the proposed control system design is compiled (using Microsoft Visual Studio V9.0 compiler) and then downloaded to the target PC that runs the highly optimized xPC Target kernel. For real-time monitoring and analysis, the Ethernet link allows the model parameters and command inputs to be changed whilst the AUV is running. For standalone control or during the actual test in water, the Ethernet cable could be disconnected from the target PC and the data collected can be retrieved later for analysis.

Figure 2 shows the use of xPC Target to systematically link the modelling and simulation to the control system design (using sliding mode controller) on the AUV before and during the actual implementation. The modelling involved obtaining the thruster dynamic, hydrodynamic forces and moment damping coefficients from the measured 3 degrees of freedom (DOF) motion data of the AUV using an open-tank test and ANSYS CFX. The hydrodynamic added mass coefficients were determined analytically using the strip theory. From the measured position and velocities data, the AUV model was compared with the simulated results from the MATLAB/Simulink. The process repeats until the output data matches the simulated results within a reasonable bound. After the open-loop AUV dynamics model was obtained, the sliding-mode controller was then designed to control the angular position of the top control surface while the proportional-integral-derivative (PID) controller was used to control the propeller angular speed. As seen in Fig. 2, to verify the overall control systems design and the hydrodynamic coefficients obtained from the experiment and the CFD simulation, the AUV was conducted in a swimming pool.

Fig. 2: Rapid control system prototyping process flow for test-bed AUV
3. **AUV Dynamic Model**

Considering the coordinate systems shown in Fig. 1, the body-fixed frame coincides with the principle axes of the vehicle and is free to translate and rotate with respect to the Earth-fixed frame. The origin of the body-fixed frame is the center of mass of AUV. The positive x axis is oriented in the forward direction of the vehicle along the longitudinal centerline and the positive z axis is oriented downwards.

The rigid body URV dynamic equation is commonly expressed in the body-fixed frame since the control forces and measurement devices are easily and intuitively related to this body frame of reference. Using the Newtonian approach, the motion of a rigid body with respect to the body-fixed reference frame at the origin can be obtained. A detailed discussion about the AUV modelling was presented in [Fossen, 2002] and the hydrodynamic forces and moments modelling could be found in [Gertler and Hagen, 1967; Lamb, 1932]. The main assumptions made in deriving the URV’s dynamic equation are namely: (a) the vehicle is a rigid body and is fully submerged once in water; (b) the vehicle is slow moving for operation in underwater; (c) The earth-fixed frame of reference is inertial. In equation (1), the external force and moment vector includes the hydrodynamic forces and moments due to damping, inertial of surrounding fluid, the restoring force and moment. These forces and moments tend to oppose the motion of the AUV. The equations of motion can be described by a set of six differential equations in the body-fixed frame as follows:

$$\mathbf{Mv} + \mathbf{C(v)}v + \mathbf{D(v)}v + \mathbf{G(\eta)} = \mathbf{\tau}$$

(1)

where $\mathbf{v} = [u \ v \ w \ p \ q \ r]^T$ is the body-fixed velocity vector, $\mathbf{\eta} = [x \ y \ z \ \phi \ \theta \ \psi]^T$ is the earth-fixed vector that comprises the position and the Euler angles. $\mathbf{M} \in \mathbb{R}^{6\times6}$ is the sum of the rigid body and added inertia mass matrix. $\mathbf{C(v)} \in \mathbb{R}^{6\times6}$ is the sum of rigid body and added mass Coriolis and centripetal forces and moments matrix. $\mathbf{D(v)} \in \mathbb{R}^{6\times6}$ is the damping matrix due to the surrounding fluid and $\mathbf{\tau} \in \mathbb{R}^6$ is the input force and moment vector from the actuator and control surface.

As observed in the URV dynamics in (1), it is highly-coupled and nonlinear in motions. In most AUV design, they are designed for horizontal and/or vertical [Byron and Tyce, 2007; Fossen, 2002] plane motion. This reduces the coupling in motions as the AUV move in one plane at a time. Most AUVs adopt a decoupled maneuver scheme: moving with a horizontal plane motion whereby the vehicle is first steered at constant forward speed along a straight line to a desired target point. Thus considering only few DOF at a time decouples the motions. It also reduces the number of controllable DOF in subsequent control systems design. In the test-bed AUV, it is designed to operate in the horizontal plane with a constant heave. The horizontal plane dynamic used in the AUV can be written as:
\begin{align}
(m - X_u)\dot{u} + X_p \dot{v} + (Y_v - m)\dot{v} &= \tau_{st} \\
(m - Y_v)\dot{v} + Y_p \dot{u} + (m - X_u)\dot{u} &= \tau_{st} \\
(I_m - N_{t1})\dot{r} + N_{t1} \dot{r} + (-Y_r u + X_r u) v &= \tau_\omega
\end{align}

where \(\tau_{st}, \tau_{st}, \tau_\omega\) are the input forces and moments. \(X_u, Y_v, N_t\) are the hydrodynamic added mass coefficients. \(X_p, Y_p, N_{t1}\) are the nonlinear hydrodynamic damping coefficients. The AUV mass, \(m\) is around 14 kg and the inertia about Z-axis was computed using the software Pro/ENGINEER. The moment of inertia, \(I_m\) was found to be 0.093 kg.m^2.

A number of methods have been proposed to determine the hydrodynamic coefficients. They can be broadly broken down into test-based and predictive methods. Test-based methods involve experimental determination of the hydrodynamic parameters directly based on towing-tank model tests, as well as the testing of full-sized vehicles [Aage and Wagner, 1994; Yoon et al., 2007; Yoon and Son, 2004]. One disadvantage of the above methods is the need for an accurate physical model of the vehicle or the vehicle itself, as well as laboratory or in-field testing facilities. These are often not available, either for reasons of cost or simply due the vehicle has not yet been constructed.

Predictive methods offer an attractive alternative to test based methods when the vehicle is still in the design stages or when cost prohibits a full-scale testing program. The most basic of the predictive methods are purely analytical methods, but these are prone to yielding unrealistic results for complex bluff bodies. Jones et al. (2002) provided a detailed discussion and evaluation of three of the existing methods. Empirical and semi-empirical methods are the most widely used of the predictive methods and have been shown to yield reasonable results [Nahon, 1993; Humphreys, 1981; Kim et al., 2002a, 2002b]. The above predictive methods are likely to yield reasonable results on a streamlined vehicle since their dynamics are more easily predicted.

Since the AUV is not a complex block structure, suggesting that a less complete approach may be required to quantify the hydrodynamic coefficients. An alternative semi-predictive approach that uses the CFD and test method was used. This method is becoming increasingly tractable due to the development of CFD packages and the xPC Target to facilitate the real-time data collection of the parameters from the tank test. However, in any methods used, it will always subject to experimental and numerical errors. Thus, due to these error or uncertainties, the model derived by either method has to depend on some form of robust control scheme such as the sliding-mode control (as seen in later section) to control the AUV.

As shown in the dynamic equations in (2), the hydrodynamic added mass and damping coefficients are the unknown and need to be determined. In this study, three groups of experiments were performed. They are namely: (a) thruster experiments to obtain the steady-state thruster’s dynamics in Section 4; (b) steady motion experiments with the AUV to acquire the curves of the forces and moments versus the velocity variables and to verify the validity of CFD simulation using similar approaches; (c) constant thrust tests to verify the values of hydrodynamic coefficients acquired by the CFD, semi-empirical formulae and experiment tests method in Section 5; (d) and final testing of the proposed sliding mode controller in the pool in Section 7.

### 4. Steady-State Thruster’s Dynamics

The thruster consists of a DC motor connected to a three-bladed propeller. To determine the thrust developed by the thruster at different voltage input, the dynamics of the thruster need to be studied. As shown below, the dynamics of the DC motor is obtained followed by the propeller’s dynamics. Through experiment, it was observed that thruster’s dynamics at low speed can be modeled as a simple linear function of the propeller’s thrust and the input voltage whilst the propeller angular speed can be obtained via the steady-state DC motor model. Here, we briefly discuss the model and how it was incorporated in the simulation.

\[
J_m \ddot{\Omega} + \frac{K_m K_e}{R_m} \dot{\Omega} = \frac{K_m}{R_m} \bar{u} - Q
\]

\[
\bar{u} = R_m I_\ell + L_m \frac{dI_m}{dt} + K_e \Omega
\]

where \(\bar{u}\) is the voltage input to thruster in V, \(R_m\) is the armature resistance in Ohms, \(I_\ell\) is the current to the armature in Ampere, \(L_m\) is the inductance in Henry, \(K_m\) is the motor torque constant N.m/A, \(K_e\) is the motor back emf in V.s/rad, \(J_m\) is the rotor moment of inertia in Nm.s^2/rad, \(\Omega\) is the rotational speed of the propeller in rad/s, \(Q\) is the propeller’s torque in N.m. The propeller’s thrust model [Whitcomb and Yoerger, 1999; Yoerger, 1990] at steady-state (without considering the axial fluid velocity at propeller) can be obtained using the following equation:
\[ \tau_x = K_{t_d} \Omega^2 \]  \hspace{1cm} (5)

\( \tau_x \) is the thrust from the propeller in N and \( K_{t_d} \) is the thrust constant in N.s/rad.

Note that, the thrust equation in (5) is usually a function of control surface angle (\( \phi \)), forward speed, propeller diameter and aspect ratio (that is the ratio between the screw diameter and the height of the fin). However, assuming the fin’s deflection is small and the resistance due to the fin’s deflection at low speed is negligible (since the fin is mounted at a distance away from the propeller), the effective thrust can be approximated as:

\[ \tau_x \approx (1-t_d)\tau_s = (1-t_d)K_{t_d} \Omega^2 \]  \hspace{1cm} (6)

From the experiment in the water tank, an approximated linear relationship between the thrust, and the commanded voltage input for the thruster was obtained. The AUV was tested at a slow forward speed due to the space limitation of the tank (10m\( \times \)10m\( \times \)2m) as shown in Fig. 4. The AUV platform in Fig. 1 was concealed using a water-tight aluminum casing. The torque was measured using series of strain gages attached to the motor shaft, and the calibration was executed in air with known masses. The test results showed linear behavior according to mass variations. The readings from the torque sensor were obtained via the interface connected to the computer. The applied voltage to the thruster was measured using a digital oscilloscope. The experiments were repeated a few times to ensure the results were consistent. After the experiments, the thrusts were stored and computed offline by dividing the torque values from the strain gages by the pitch radius of the propeller. The experimental plot for the thrusts vs the applied voltage was then plotted as shown in Fig. 5. The plot gives a reasonable correlation between the thrust and the voltage as the correlation factor falls in the typical range of 0.7 to 1. With the experimental results, the thrust and the voltage input relationship can be written as:

\[ \tau_x = f_r \bar{u} \]  \hspace{1cm} (7a)

where \( f_r = 4.03 \text{N/V} \).

The above relationship implies that the thrust is directly proportional to the voltage. As the input to the thruster is in voltage, it makes sense as the voltage increases proportionally with the speed (and the thrust). Therefore, the force in the subsequent sway and yaw direction can be written as:

\[ \tau_{xt} = \tau_x \sin \phi \] \hspace{1cm} (7b)

\[ \tau_{yt} = L/2 \tau_x \sin \phi \] \hspace{1cm} (7c)

where \( \phi \) is the angle of the top control surface and \( L \) is the length of the AUV.

By manipulating the equations in (7) into matrix form, it becomes:

\[
\begin{bmatrix}
\tau_{xt} \\
\tau_{yt} \\
\tau_{yt}
\end{bmatrix}
= f_r \begin{bmatrix} 1 & 0 & 0 \\
0 & \sin \phi & 0 \\
0 & 0 & L/2 \sin \phi
\end{bmatrix}
\begin{bmatrix} \bar{u} \\
\end{bmatrix}
\] \hspace{1cm} (8)

where \( T \) is the thrust configuration matrix.
The time responses of the thrusts were also captured during the experiment. Due to the tank size, the AUV was left running for only 8s before it reached the other side of the tank. The results shown the thrusts are able to settle to the steady-state values and the settling time is around 2s for different voltage inputs. The xPC Target hardware and simulation model as shown in Fig. 6 were used to obtain the relationship between the angular speed of the propeller shaft and the input voltage. The speed was captured via the encoder mounted on the motor and the voltage was supplied by the laboratory DC power supply. With the speed and input voltage relationship obtained, xPC Target model was used to compare the actual measurement results with the xPC Target simulated data. The angular speeds were computed using the motor’s encoder that has 24 counts (for each leading edge transition) per revolution (CPR) for the 2 channels together. As observed in the xPC Target, it is useful to control the propeller’s angular speed via the input voltage to the thruster. For small electrical inductance, the open-loop transfer function for the speed \( \Omega(s) \) over the input voltage \( u(s) \), is modeled as a first order system with process delay (that is time delay=1s, time constant=0.01s and motor gain = 0.028). By comparing the simulated result with the actual test (at a certain voltage input) in Fig. 7, there is a good match in the steady state except for the slight deviation during the transient stage. However, the different is quite negligible.
5. **Hydrodynamic Forces of AUV**

This section determines the hydrodynamic added mass and damping coefficients of the AUV that were computed offline. In the AUV, the resultant flow field is mainly a function of the Reynolds number of the vehicle. The Reynolds number of a rigid body is the ratio of the inertial effects to the viscous effects within the fluid. The Reynolds number of the AUV was computed to be $6 \times 10^5$.

The added mass coefficients which arise is due to potential flow phenomena for acceleration in translation and rotation, and the other is the damping coefficients which is due to viscous phenomena for translation and rotation of the body. In most streamlined AUV design, the added mass coefficients $X_a, Y_a, N_a$ are computed analytically using principle of Strip theory [Fossen, 2002]. It involves dividing the submerged part of the vehicle into a number of strips. The two-dimensional hydrodynamic coefficients for the added mass can be computed for each strip and summarized over the length of the body to yield three-dimensional coefficients. In this study, the AUV is considered as a slender body. The added mass coefficients for...
each direction can be analytically computed. By substituting the values into the equations [Fossen, 2002], the approximate added mass coefficients for each directions are obtained as: $X' = 1.4, Y' = 29.4$ and $N' = 0.1$.

As seen in Fig. 8, another set of experiments were carried out in the $10 \times 10 \times 2$-m open tank (tank is not shown for clarity) to investigate the motion characteristics of the AUV in surge, sway, and yaw in the positive direction on the horizontal plane. Each experiment was repeated a number of times at each velocity and the average damping force readings (the longitudinal force $X_{\text{damping}}$, the transverse force $Y_{\text{damping}}$ and moment $N_{\text{damping}}$ are the surge force, sway force and yaw moment respectively) were tabulated in Table 1. With the vehicle surge or sway set to a constant velocity, the thrust can be considered to be equal to the hydrodynamic force, and the moments provided by thrusters can be considered to be equal to the hydrodynamic moments when it yaws at a constant angular velocity. Hence, the data in Table 1 of the thrust versus the motion variables are assumed to be same as the curves of hydrodynamic loads versus these velocity variables.

The test equipment consists of a DWT draw-wire displacement transducer (string pot) that was used to measure the displacement of the vehicle in water with respect to time. The terminal velocities of the vehicle were determined. The AUV was orientated such that the displacement in each direction can be measured during the test. For example, Fig. 8 shows the testing of the damping force in X direction. To measure the damping force in Y direction, the AUV has to rotate 90 degrees (clockwise) so that the lateral side faces the longitudinal direction. The torque sensor (or pre-wired strain gage) mounted on the motor shaft measured the torque generated and later converted to the translational force in the AUV’s X and Y direction. The pre-wired strain gages on the beam surfaces captured the moment generated during the yaw motion (moment about Z axis). The net forces and moments to move the AUV were then determined.

To save the computational cost, the equations of motion can be simplified based on the assumptions: (a) the vehicle moves only along the direction of thrust, (b) the hydrodynamic moment is negligible, and (c) the attitude angles or the pitch angle are always zero. The vehicle is moving linearly in each direction and the maximum speeds at each direction (that correspond to zero acceleration) were measured. The damping coefficients in X and Y direction were determined. For drag force in X and Y direction are $X_{\text{damping}} = \tau_x / u^2_{\text{max}}$ and $Y_{\text{damping}} = \tau_y / v^2_{\text{max}}$ respectively. For drag force about Z-axis, the AUV was allowed to rotate freely so that the top control surface could change the AUV’s heading direction. Assuming maximum displacement (or zero velocity) in X and Y direction, the thrust becomes: $N_{\text{damping}} = \tau_x / r^2_{\text{max}}$.

**Fig. 8:** Rig for drag testing in X direction (water tank not shown for clarity)
The estimated damping coefficients of the AUV have a velocity range from 0 to 0.95 m/s (at an increment of 0.1 m/s) and the values of the experiment results can be seen in Table 1 while the curves of the thrust vs the motion variables (\(u, v, r\)) are shown in Fig. 9. Before much conclusion can be made, the experiment results obtained from the water-tank test were compared with CFD simulation using ANSYS-CFX.

<table>
<thead>
<tr>
<th>Velocity (m/s)</th>
<th>Experiment (L/D=2.5)</th>
<th>Present ANSYS-CFX (L/D=2.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(X_{|}^|) (N/m)</td>
<td>(Y_{|}^|) (N/m)</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.1</td>
<td>0.62</td>
<td>0.81</td>
</tr>
<tr>
<td>0.2</td>
<td>0.71</td>
<td>0.95</td>
</tr>
<tr>
<td>0.3</td>
<td>0.85</td>
<td>1.19</td>
</tr>
<tr>
<td>0.4</td>
<td>0.83</td>
<td>1.21</td>
</tr>
<tr>
<td>0.5</td>
<td>0.86</td>
<td>1.21</td>
</tr>
<tr>
<td>0.6</td>
<td>0.88</td>
<td>1.24</td>
</tr>
<tr>
<td>0.7</td>
<td>0.91</td>
<td>1.25</td>
</tr>
<tr>
<td>0.8</td>
<td>0.91</td>
<td>1.32</td>
</tr>
<tr>
<td>0.95</td>
<td>0.92</td>
<td>1.34</td>
</tr>
<tr>
<td>Grand Average</td>
<td>0.75</td>
<td>1.05</td>
</tr>
</tbody>
</table>

Non-dimensional results [Tyagi and Sen, 2006] on Kempf model (using ANSYS-FLUENT, L/D=6) Not available 0.0767 0.0185

Present Non-dimensional results on Kempf model (using ANSYS-CFX, L/D=6) Not available 0.0811 (5.7% error) 0.0192 (3.8% error)

Table 1: Comparison between experiment and ANSYS-CFX nonlinear damping coefficients for AUV

Figure 9: Nonlinear damping force in X, Y and moment about Z from experiment

There are a few pre-processing steps required to be performed before the CFD simulation. In ANSYS-CFX, the flow domain was divided into three regions: a boundary layer region, the space closely around the vehicle and the outer region. All three regions included only tetrahedral elements, the size of which was increased from the vehicle surface to the outer region. First, we determined the distance from the wall to the first grid point or the \(y^+\) value. In practice, we don't resolve the solutions of turbulent flow by direct numerical simulation. This should only be used if the mesh is fine enough to resolve the viscous sub-
layer. If $y^+$ values substantially exceed 1, significant errors will result. For the free stream velocity of 1m/s at 20°C water and 0.6m of boundary layer length, the estimated $y^+$ is around 0.0088mm.

To minimize the number of elements, an irregular small mesh was applied only to a small region near the vehicle. In this small region, we specify that the mesh is composed primarily of tetrahedral elements; in this way, around 376,488 irregular elements were built with 72681 nodes. The outer region is a rectangular volume. Its length is 20 times the vehicle length and the height is 5 times greater than the vehicle diameter. In total, around 803,262 elements were built. The region of disturbed flow (usually turbulent) downstream of the AUV body moving through a fluid, caused by the flow of the fluid around the body is formed as shown in the streamlines plot in Fig. 10. The region creates high velocity (or low pressure) region at the rear end and thus low velocity (or high pressure) in the front resist the vehicle motion.

![Fig.10: Streamlines plot of AUV](image)

In ANSYS-CFX, the flow in the domain surrounding the vehicle was simulated for various speeds ranging from 0 to 0.95m/s (see Table 1). The hydrodynamic loads or the damping forces were obtained by integrating the pressure on its surface, which was obtained via the simulation. As observed in Table 1, the forces show good agreement when the vehicle surges and sways however, the calculated moments are smaller than the experimental results. There are two main reasons for the differences in the moments. The first is that the thruster is not considered in the CFD model, which may lead to an error in the simulated hydrodynamic center of rotation. The other is that some small changes were made to adjust the center of gravity and buoyancy in the experiments due to the fixture that held the AUV during the test, which implies that they may be different from their design points. Both of these factors have some effect on the dynamic of the vehicle, whereas their effect on the rotational dynamics is small as compared to the translational dynamics.

In addition, it must be noted that this vehicle was operated along rail of the rig with some pitching effect during the experiment, and therefore the pitching may increases the experimental values as compared to the CFD results. This can be seen in the slight increase over the CFD results in Table 1. Besides, the movements of this vehicle are expressed by defining the relative velocity profile to the vehicle on the boundary. The C language programs were compiled to describe the velocity profiles, and these were then linked to the computation models via the user-defined function port of the software. The process can be quite slow and cause problem such as incorrect velocity transmitted to the AUV.

To further verify the CFD and experiment results, comparison with available data in literature based on computation and semi-empirical formulae for geometries of comparable shapes are useful to perform. Many of the available empirical relation provide only the linear damping coefficients, which are presumed to hold good for small value of angle attack or in this case the pitch angle (defined as the angle between velocity and longitudinal axis of the body) for the ROV but not for the AUV which moves at a larger pitch angle during diving (although the current study assumed zero pitching due to the current AUV design limitation). However, the present computations show that the nature of these forces and moments are essentially nonlinear and therefore for adequate representation for these forces and moments, a linear model is insufficient even over a small-velocity range. The geometry in the literature [White, 1977] has been used in this study. The model is axisymmetric with diameter, a hemispherical nose and a sinusoidal stern with tail radius 0.1 of the diameter. However, the AUV used in this study has no stern radius and the results can be different.

Moreover the available data on hydrodynamic coefficients for submerged vehicles is extremely scarce in literature [Tyagi and Sen, 2006; Tang et al., 2009]. Hence, a direct comparison of the computed derivatives with available results could be difficult. It can only be said that the estimated coefficient values presently are at best accurate within some bound. Since the main objective of the present work is to show that the CFD results are within the acceptable range and more importantly to show that CFD results essentially predict the forces or moments as nonlinear variation of the velocity using the same model. In this case, the Kempf model in [White, 1977; Tyagi and Sen, 2006] with $L/D=6$ is used. As shown in Table 1, the results seem to be higher than the one stated in the literature. This may be due to the boundary, meshing, outflow and inflow settings in the software that are not mentioned in the paper. However, the results exhibit around 5% error as compared to the results from the literature.
Finally, xPC Target software and hardware (see Fig. 11) were used to model, simulate and compare the hydrodynamic coefficients obtained from the semi-predictive method. The respective thrust inputs 1.2N (0.3m/s), 2N (0.5m/s) and 3.8N (0.95m/s) are used in these simulations. xPC Target was used to simulate the horizontal dynamics of the AUV using the hydrodynamic parameters obtained. It generates the simulated time responses to compare with the real-time experiment results obtained from the respective sensors. The sway position or the deviation of the AUV from its longitudinal axis is indirectly computed via the heading angle. The compass that read the heading angle gives the output in ASCII format. In the simulation, a fixed-step solver was used and the simulation was run for 70s. Due to space constraints, the AUV moving at 0.95m/s is presented only. As seen in Fig. 12, there are some differences between the dynamic predicted by the equations of motion in (2) and the experiment results. It is expected since the horizontal equations of motion have been simplified based on the assumptions made in the equations. As observed in the plots, the time responses in x, y positions and yaw angle are quite oscillatory due to the top control surface tried to overcome the opposing drag force during the experiment in water. Nevertheless, the simulated hydrodynamic coefficients (obtained through the experiments and numerical methods) do provide a good representation of the overall dynamics of the vehicle in water. However, the hydrodynamic coefficients can be further improved by repeating the entire process till the error between the simulated and experiment are small.

Figure 11: xPC Target in horizontal plane used in water tank test
In summary, all of these findings offer a reference point for determining which coefficients need to be investigated when considering the proposed AUV that has a different shape as compared to the streamlined semi-empirical or empirical model at different conditions. The values of the parameters obtained for the AUV are tabulated in Table 2.

<table>
<thead>
<tr>
<th>Descriptions</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_a$</td>
<td>0.25m</td>
</tr>
<tr>
<td>$L$</td>
<td>0.60m</td>
</tr>
<tr>
<td>$m$</td>
<td>14 kg</td>
</tr>
<tr>
<td>$I_r$</td>
<td>0.093 kg.m$^2$</td>
</tr>
<tr>
<td>$Y'_v, Y'_H r$</td>
<td>29.4, 1.05 N.m$^{-2}$s$^{-2}$</td>
</tr>
<tr>
<td>$N'_i, N'_H r$</td>
<td>0.1, 1.04 N.m$^{-2}$s$^{-2}$</td>
</tr>
<tr>
<td>$X'_u, X'_H r$</td>
<td>1.4, 0.75 N.m$^{-2}$s$^{-2}$</td>
</tr>
</tbody>
</table>

Table 2: Measured values for test-bed AUV

With the hydrodynamic parameters obtained in horizontal plane, the dynamics (denoted by subscript ‘h’) in (2) can be written in compact form:

$$\mathbf{M_h} \mathbf{\dot{v}_h} + \mathbf{C_h(\mathbf{v}_h)}\mathbf{v_h} + \mathbf{D_h}\mathbf{v_h}|_{\mathbf{v}_h} = \mathbf{\tau}_h$$

where $\mathbf{v}_h = [x \ y \ \psi]^T$, $\mathbf{u} = [u \ v \ r]^T$, $\mathbf{\tau}_h = f_T \mathbf{T u}$, $\mathbf{r}_{ul}$, $\mathbf{r}_{vl}$, $\mathbf{r}_{wh}$, and $\phi$ is the angular position of the top control surface.

$$\mathbf{M_h} = \begin{bmatrix}
  m - X_u & 0 & 0 \\
  0 & m - Y_v & 0 \\
  0 & 0 & I_r - N_f'
\end{bmatrix}, \quad \mathbf{C_h(\mathbf{v}_h)} = \begin{bmatrix}
  0 & (Y_v - m)r & 0 \\
  0 & 0 & (m - X_u)u \\
  0 & -(Y_v - X_u)u & 0
\end{bmatrix}$$

Fig. 12: Comparison between simulated vs actual in water tank at 0.95m/s
6. Sliding-Mode Controller Design

To reduce the oscillation response of the top control surface as seen in the open-loop test, a closed-loop control system is required. The surge position is controlled by the propeller speed (using the PID controller) while the heading angle is controlled by the top control surface angle (denoted by \( \phi \)). There have been various efforts to develop the controller for the AUV, which include both the linear, intelligent and robust control schemes. Given the complexities of is control requirements, it is clear that the linear controller is unable to control the vehicle satisfactorily [Yoerger et al., 1990]. Intelligent control methods which include neutral networks (NN), sliding mode (SLC) and fuzzy logic controllers (FLC) are more robust and able to adapt to the vehicle’s hydrodynamic uncertainties. In addition, they exhibit excellent immunity to disturbances. For a start, the sliding mode controller [Utkin, 1977] is chosen to compensate for the modelling errors and uncertainties. By using xPC Target blocksets, the complex sliding mode control scheme can be easily implemented on the underwater robotic vehicle platform. For notational simplicity, define a scalar measure of tracking

\[
s = \dot{\phi} + \lambda \phi
\]

where \( \phi = \phi - \phi_s \) is the tracking angle error that is the error of the top control surface angle. \( \lambda > 0 \) is the control bandwidth. For \( s = 0 \), this expression describes a sliding surface with exponential dynamics

\[
\tilde{\phi}(t) = \exp[-\lambda(t - t_0)]\phi(t_0)
\]

which ensures that the tracking error \( \tilde{\phi}(t) \) converges to zero in infinite time when \( s = 0 \) (sliding mode). The error trajectory reaches the time-varying sliding surface in finite time for any initial condition \( \tilde{\phi}(t_0) \), and then slide along the surface toward \( \tilde{\phi}(t) = 0 \) exponentially. Hence, the control objective is reduced to finding a control law which ensures that \( \lim_{t \to \infty} s(t) = 0 \).

In the design of the sliding control law, it is convenient to define a virtual reference \( \phi_v \), satisfying

\[
\dot{\phi}_v = \dot{\phi}_s - \lambda \phi \Rightarrow s = \dot{\phi} - \dot{\phi}_v
\]

Hence, the following expression for \( \tau_m \dot{s} \) is obtained.

\[
\begin{align*}
\tau_m \dot{s} &= \tau_m (\dot{\phi} - \dot{\phi}_v) \\
&= (K_v V - \dot{\phi}) - \tau_m \dot{\phi}_v \\
&= -\dot{\phi} + (K_v V - \tau_m \dot{\phi}_v - \tau_m \dot{\phi})
\end{align*}
\]

Consider the scalar Lyapunov-like function candidate

\[
V_L(s, t) = \frac{1}{2} \tau_m s^2, \quad \tau_m > 0
\]

Differentiating \( V_L \) with respect to time (as \( \tau_m = 0 \)) yields

\[
\dot{V}_L = \tau_m s \dot{s} = -\dot{\phi} \dot{s}^2 + s(K_v \tau_m - \tau_m \dot{\phi}_v - \|\dot{\phi}_v\|)
\]
Taking the control law for the top fin control surface to be
\[
\tau_{\nu,s} = -1/K_w(K_\phi s + K \text{sgn}(s))
\]  
(16)
yields
\[
\dot{V}_L = -|\dot{\phi}|^2 + s(-K_\phi s - K \text{sgn}(s) - \tau_{\nu,s} \dot{\phi} - K M)
\]  
(17)
Conditions on the switching gain \(K_\phi\) and \(K\) are found by ensuring that \(\dot{V}_L \leq 0\). The particular choice
\[
K_\phi + K \geq \tau_{\nu,s} \dot{\phi} + K M
\]  
(18)
where \(\tau_{\nu,s} = 0.01\), and as the motor is intended to operate slowly, \(\dot{\phi}\) and \(K M\) become small. This implies
\[
\dot{V}_L \leq -(|\dot{\phi}| + K_\phi)s^2 - K \text{sgn}(s) \leq 0
\]  
(19)
Note that, \(\dot{V}_L \leq 0\) implies that \(V_L(t) \leq V_L(0)\), and therefore \(s\) is bounded. This in turn implies that \(\dot{V}_L\) is bounded. Hence \(\dot{V}_L\) must be uniformly by continuous. Finally, application of Barbalat’s lemma, then shows that \(s \to 0\) and thus \(\dot{\phi} \to 0\) as \(t \to \infty\). The chattering can be eliminated by smoothing out the control law discontinuity inside a boundary layer by replacing the \(\text{sgn}(.)\) function in the control law with \(\text{sat}(.)\). This substitution assigns a low-pass filter structure to the dynamics of the sliding surface inside the boundary layer.

By using xPC Target blocksets, the complex sliding mode control scheme can be easily implemented on the underwater robotic vehicle platform. The sliding mode control law in (17) is implemented as shown in Fig. 14. When the tracking error is negative (positive), indicating that the position is too small, the control input is increased (decrease) in order to increase the output. The “energy” of the system will diminish slowly as it reaches the sliding surface (near to zero tracking error). To test the robustness of the controller against the external disturbance, a low-frequency (2 Hz and having peak-to-peak amplitude less than 5) sine wave disturbance was injected into the system. The value of the external disturbance can be observed from the open-loop test where the top control plane oscillates no more than 5 degrees from its initial position. The passive approaches for the sliding mode control require it to be designed off-line in order to achieve the robustness against this disturbance. The control gains were adjusted to achieve the desired output during the simulation stage.

Once the robust controller is designed and simulated, the 10% model uncertainties (by decreasing and increasing the hydrodynamic coefficients by 10%) due to the sensitivity [Sen, 2000] of the model parameters on the vehicle response was implemented in xPC Target block diagram as shown in Fig 14. To compare the sliding-mode controller with other control scheme, few controllers are compared. Besides using PID controller to control the top control surface angular position in water, a linear quadratic regulator (LQR) was used. The controller gain for the LQR was calculated and implemented as a feedback gain. As shown in Fig. 13, the oscillatory motion has decreased. The steady error using the sliding-mode controller seems to be smaller as compared to the PID and LQR controller. The robustness property of sliding-mode control can thus compensate the disturbances, in this case, the oscillatory behavior of the top control plane and the model uncertainties. With the results obtained in the hardware-in-the-loop testing, the proposed sliding-mode controller will be used in subsequent pool test. To verify the proposed rapid control systems prototyping using the xPC Target systems, the AUV was tested in the pool. Since the top and bottom control surface are connected and aligned to each other, the bottom control surface is used effectively to change the heading of the AUV while the top control surface to show the angular position of the fins in water. With the present sensors and system limitation, the application on an obstacle avoidance task seems to be appropriate for the AUV to perform.
7. Experimental Pool Test for AUV

The block diagram used for the pool test is shown in Fig. 14. The propeller’s speed was controlled by a PID controller. The sliding-mode controller was selected to control the angular position of the control surface. After the obstacle (“high” TTL signal equivalent of 2V) was detected, it sends a 5V to enable the fins’ motor to rotate counter-clockwise (CCW). When the heading angle reads 90 degrees or more, the fins’ motor rotates clockwise (CW) to its original position till the vehicle registers the 90 degrees heading angle. With the control algorithm finalized, the AUV was tested in the swimming pool as shown in Fig. 15. As seen in pool test, the motion of the AUV is now emulated in the pool environment. Initially, the AUV was positioned facing the wall of the pool as indicated by the arrow. The front wall facing the AUV was the obstacle to be avoided. The distance from the AUV to the pool’s wall was around 2m. Once the 2m (or the wall) was reached, it began to make a 90 degrees turn to avoid the obstacle (as shown in the sequence 2 onwards in Fig. 15).

![Figure 13: Time response of various controllers for certain angle](image1)

![Figure 14: xPC Target block diagram for obstacle avoidance](image2)
The actual and simulated responses of the AUV in the pool are shown in Fig. 16. The obstacle was first detected at around 18s while maneuvering at a slow propeller’s speed of 0.27 rps. The top control surface started to rotate CCW until the heading angle registered 90 degrees to rotate CW. As shown, the top control surface angular position exhibits less oscillation as compared to the open-loop case. The simulated responses of the x, y and yaw angle from the horizontal plane model were compared with the actual measurement obtained through the sensors. The simulated transient behavior is found to be different as compared to the experiment results. It can be due to the initial water resistant that the AUV needs to overcome. However it is quite negligible for this case.

On the other hand, the x, y positions response are quite oscillatory with some overshoot. However, with the sliding-mode controller, it managed to achieve the steady-state value at around 20s. The resistance force could increase if the angular position of the top control surface increases. After many trials to decrease the resistance, the top control surface angles were set to 10 degrees, to achieve the desired AUV’s heading direction with least resistance. In summary, the angular position of the top control surface was successfully controlled with least oscillation and the simulated results in both the positions and the heading angle match the actual experiment results in the pool. As observed in the pool test, despite of the model uncertainties such as the hydrodynamic parameters, and some spouting water, the AUV was able to perform and behave quite close to the simulated model.

Fig. 16: Time responses of AUV during obstacle avoidance in pool
8. Conclusion

A systematic approach to rapid control system prototyping for the autonomous underwater vehicle (AUV) was implemented using the software xPC Target software and the hardware. The steady state thruster’s model was obtained to establish the relationship between the voltages, speeds and thrusts output. The horizontal plane dynamic including the nonlinear hydrodynamic damping of the AUV was determined through the water tank test using xPC Target software and hardware, and later verified with ANSYS CFX numerically. The sliding mode controller was able to control the top control surface angle during the heading maneuvering in the pool trials under the disturbances. As for the future works on the modelling aspects of the AUV parameters, the accuracy or sensitivity of the hydrodynamic coefficients estimated in this study can be improved by using the GPS antenna, ballast releaser, obstacle detection sonar, and transponder (SSBL). The sea trial will be conducted with the use of a global positioning system to provide a real-time position of the vehicle. Besides, as seen in the simplicity of the AUV design, the proposed xPC Target can also be used in the computer-aided engineering education.
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