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Abstract
A special class of non-minimal operators which are relevant for quantum field theory is introduced. The general form of the heat kernel coefficients of these operators on manifolds without boundary is described. New results are presented for the traces of the first two heat kernel coefficients for vector, Yang–Mills and perturbative gravity. It is argued that non-minimal operators can be used to define gauge-fixing independent actions and solve the conformal mode problem in quantum gravity.
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1. Introduction
The coefficients that arise in the asymptotic expansion of the heat kernel provide a very powerful tool in the analysis of divergences that arise in quantum field theory. This was first emphasized most explicitly by DeWitt [1] who developed a now standard method for calculating the heat kernel coefficients for operators that are of interest to quantum field theory. (Independent work by mathematicians was given by Minakshisundaram and Pleijel [2]. Later work by mathematicians can be found in [3] and citations therein.) Subsequently the method was adapted and used to regularize effective Lagrangians [4] and path integrals [5]. The method is now widely used and is covered in many reviews. (See [6–12] for example.) It is worth emphasizing that regularization methods that rely on the heat kernel are not restricted to field theories at one loop order, but can be applied to interacting fields at more than one
loop as well. (See [13, 14] for two early references.) In addition the heat kernel expansion is of interest to a variety of mathematical problems. (See for example [3] and references therein.)

With the notable exception of Barvinsky and Vilkovisky [7], most of the references listed above deal with operators that are usually termed as minimal. A second order differential operator is called minimal if the second derivative part of the operator is comprised solely of the Laplacian. Minimal operators are the easiest to deal with, but they form only a small class of second order operators. Non-minimal operators arise in gauge theories or gravity where gauge-fixing terms lead to additional second order derivative terms beyond the Laplacian. There are situations where the non-minimal character of the operator appears to be an essential feature.

The first situation is linearized Euclidean quantum gravity. The kinetic part of the Lagrangian density for linear perturbations $h_{\mu\nu}$ about a background Riemannian metric $g_{\mu\nu}$ with the DeWitt gauge-fixing function is [7, 15]

$$L_K = \frac{1}{2} \tilde{R}^{\mu\nu,\rho} h_{\mu\nu,\rho} + \left( \frac{1}{\xi} - 1 \right) g^{\mu\nu} \tilde{R}_{\mu\rho}^{\sigma} \tilde{R}^{\nu\rho \sigma},$$

where $\xi$ is a gauge parameter and $\tilde{h}_{\mu\nu} = h_{\mu\nu} - \frac{1}{2} \tilde{g}_{\mu\nu} \tilde{h}_{\rho \sigma}$. The second order graviton operator obtained from this Lagrangian density is minimal if $\xi = 1$. However, the path integral for linearized gravity is badly behaved at $\xi = 1$ due to a problem with the conformal mode $h_{\mu\nu} = \phi g_{\mu\nu}$. If we insert the conformal mode into the Lagrangian density we have

$$L_K = \frac{1}{2} \left( \frac{m-2}{2} \right)^2 \left[ \frac{1}{\xi} - \frac{2(m-1)}{(m-2)} \right] (\nabla \phi)^2,$$

where $m$ is the spacetime dimension. The action is positive definite only when $\xi < \frac{(m-2)}{2m-4}$, and never for the minimal case. In the minimal case we have to resort to some kind of contour rotation [16] or extra gauge-fixing [17] to define the path integral, although neither of these fixes is particularly satisfactory.

Another reason for considering non-minimal operators arises from the construction of the effective action due to Vilkovisky [18] and DeWitt [19]. In order to obtain an effective action which is independent of the gauge fixing, extra terms have to be added to the field operators. The minimal operator may give misleading results and gauge condition dependent results. The Vilkovisky–DeWitt effective action coincides with the standard effective action $\text{Vilkovisky–DeWitt effective action}$ in the case $\xi \rightarrow 0$. (See [20] or the pedagogical treatment in [12] for full details.) We believe it is significant that the Vilkovisky–DeWitt effective action for quantum gravity corresponds to a limit which has no conformal mode problem.

The third reason for considering non-minimal operators comes from boundary value problems in quantum gravity. The gauged-fixed action has a residual Becchi–Rouet–Stora–Tyutin (BRST) symmetry which we would like to apply also in the boundary value problem for the quantum operators [21]. The BRST-invariant boundary value problem for minimal graviton operator does not have a well-defined heat kernel [22], but there have been some indications that the heat kernel can be defined for the boundary value problem with non-minimal operators [23]. This issue may be related to the conformal mode problem.

We will only consider manifolds without boundary. In the cases of interest to quantum field theory it appears that the non-minimal operator belongs to a special class of non-minimal operators. These are self-adjoint operators which take the following form

$$\Delta_i^j = -\delta_i^j g^{\mu\nu} \nabla_\mu \nabla_\nu - \xi \left( P^{\mu\nu} \right)_i^j \nabla_\mu \nabla_\nu + Q^j,$$

where $\xi$ is a real parameter and $\nabla : C^\infty(V) \rightarrow C^\infty(TM \otimes V)$ is a connection for fields in a vector bundle $V$. The tensor $P^{\mu\nu}$ has two important properties, namely that $\nabla_\mu P^{\mu\nu} = 0$ and...
that the symbol of the non-minimal term $\hat{P}(x, p) = (P^{\mu\nu})^{ij} \hat{p}_\mu \hat{p}_\nu$, with unit vectors $\hat{p}_\mu$, is a projection, i.e.

$$\hat{P}^2 = \hat{P}. \tag{1.4}$$

The parameter $\xi$ controls the size of the non-minimal part of the operator, and for $\xi > -1$, the operator is of elliptic form and the heat kernel has a well-defined asymptotic expansion,

$$K(x, x, \tau) \sim (4\pi \tau)^{-m/2} \sum_{n=0}^{\infty} E_n(x, \Delta) \tau^n. \tag{1.5}$$

We will show that the heat kernel coefficients for the special class of operators belong to the algebra of invariants constructed from the curvature, $Q$ and $P^{\mu\nu}$. Furthermore, $E_n$ contains at most $3n$ occurrences of the tensor $P^{\mu\nu}$. We will also give explicit formulae for the traces of $E_1$ and $E_2$ for vector and tensor fields.

An early field theory calculation of the $E_1$ coefficient for a non-minimal vector field was given in [24] (but with a typographical error that was corrected in [25].) Another early paper on non-minimal electromagnetic fields is [26]. One of the methods that we use in the present paper is an extended version of what was used in [24]. A comprehensive and systematic method for calculating the integrated trace of the heat kernel coefficients for non-minimal operators was undertaken by Barvinsky and Vilkovisky [7]. These authors describe an elegant extension of the method of DeWitt [1] and apply it to many of the operators of interest to quantum field theory. However by working out only the integrated trace of the relevant coefficients, all terms which are total derivatives are lost. In addition, the spacetime dimension is restricted to four and, unlike the case for minimal operators, the heat kernel coefficients for non-minimal operators have an explicit dependence on the spacetime dimension even before the trace is taken. An important paper by Branson et al [27] established that for the special case of an operator of the form $a\delta d + b d\delta$ acting on forms the traced integrated heat kernel coefficients can be related to those of the minimal operator. For the more general operator $a\delta d + b d\delta - E$ acting on forms the first two traced and integrated coefficients $\text{Tr } E_0$ and $\text{Tr } E_1$ were found. (See also [28–30].)

A more general case of the unintegrated and untraced heat kernel coefficients was undertaken by Gusynin and Kornyak [31, 32]. They considered an operator of the general form

$$\delta^{\mu}_{\nu} \nabla^2 + d \nabla^\mu \nabla_\nu + Q^{\mu\nu}, \tag{1.6}$$

where $d$ is some constant and $Q^{\mu\nu}$ involves no derivatives. Here $\nabla_\mu$ is some covariant derivative that may involve a gauge as well as a Christoffel connection. This operator is of relevance to Yang–Mills theory. General expressions for the first three heat kernel coefficients were obtained on a manifold of general dimension. Our results are in broad agreement with those of [31, 32] in this special case (1.6) as we will discuss below.

The aim of the present paper is to present a more general set of results for the non-minimal operator than those of [31, 32], and to describe how a method based on the local momentum space method of Bunch and Parker [13] may be used. This method is of interest in its own right in quantum field theory because it provides an expansion of the Feynman Green function that can be used in quantum field theory calculations beyond one-loop order. (See for example the review in [12].) However we do not discuss such applications in the present paper. In addition we analyze the heat kernel coefficients for the operator of interest to quantum gravity which does not take the form (1.6). We will discuss detailed checks of our results against previously known special cases as outlined above. The method that we describe is straightforward although the calculations are extremely lengthy. The most tedious parts of the calculations were done using Cadabra [33, 34].
2. Basic formalism

Consider a generic Bose field $\phi^i(x)$ on a spacetime manifold $M$. Here $i$ represents any type of indices, for example, vector or tensor, or gauge group. Suppose that we use $\Delta^i_j$ to be the relevant self-adjoint differential operator for the field $\phi^i$. We choose a Riemannian spacetime metric, take the spacetime dimension to be $m$, and adopt the curvature conventions of Misner et al [35]. The heat kernel $K^i_j(x, x'; \tau)$ is a solution to

$$\Delta^i_j K^i_j(x, x'; \tau) = -\frac{\partial}{\partial \tau} K^i_j(x, x'; \tau),$$

with the boundary condition

$$K^i_j(x, x'; \tau = 0) = \delta^i_j \delta(x, x').$$

Here $\delta(x, x')$ is the biscalar Dirac delta distribution. For the rest of this section, and whenever there is no confusion, we will omit the internal indices $i, j$.

The importance of the heat kernel is that under fairly general assumptions it admits an asymptotic expansion as $\tau \to 0$

$$K(x, x; \tau) \sim (4\pi \tau)^{-m/2} \sum_{k=0}^{\infty} \tau^k E_k(x).$$

The coefficients $E_k(x)$ are the heat kernel coefficients that are local expressions determined solely by the form of the operator $\Delta^i_j$. (Note that we do not consider any contributions from a possible boundary here.)

The method that we will use here makes use of the Green function for the operator $\Delta$ rather than the heat kernel directly. There is a simple relationship between the two. Normally the Green function $G(x, x'; s)$ clearly is related to the auxiliary Green function $G(x, x'; s = 0)$ by

$$G(x, x') = G(x, x'; s = 0).$$

The relation between the auxiliary Green function and the heat kernel is

$$G(x, x'; s) = \int_0^\infty d\tau \ e^{\tau s} K(x, x'; \tau),$$

which can be recognized as a one-sided Laplace transform [36]. The inverse of this, giving the heat kernel in terms of the auxiliary Green function, can be obtained as

$$K(x, x'; \tau) = \int_{c-i\infty}^{c+i\infty} \frac{ds}{2\pi i} e^{-\tau s} G(x, x'; s).$$

Here $c$ is chosen to be a real constant smaller than the lowest eigenvalue of the differential operator $\Delta$ and the contour is closed in the right-hand side of the complex $s$-plane. It is easily verified, using (2.4), that the heat kernel obeys (2.1). The boundary condition (2.2) follows by using the expansion of the Green function in terms of eigenfunctions of the operator $\Delta$.

We will be interested in the case where

$$\Delta = A^{\mu\nu} \partial_\mu \partial_\nu + B^\mu \partial_\mu + C$$

for $\Delta = \Delta^i_j$ being the relevant differential operator for the field $\phi^i$. Here $\partial^i_j$ represents any type of indices, for example, vector or tensor, or gauge group.
for some matrix coefficients $A^\mu_\nu$, $B^\nu_\mu$ and $C$. Without loss of generality we can assume $A^\mu_\mu = A^\mu_\mu$. The method that we will adopt makes use of the local momentum space approach of Bunch and Parker [13], which is a special case of the symbol calculus of Seeley (see e.g. [3]), to calculate the auxiliary Green function in (2.5). The first step is to expand the matrix coefficients about a selected point $x'$, and for this we introduce the convenient multi-index notation $\alpha = (\alpha_1, \ldots, \alpha_m)$, and

$$|\alpha| = \alpha_1 + \ldots + \alpha_m, \quad \alpha! = \alpha_1! \ldots \alpha_m!, \quad y^\alpha = (y^1)^{\alpha_1} \ldots (y^m)^{\alpha_m}.$$  \hspace{0.5cm} (2.10)

Introduce normal coordinates at the point $x$ and let $y^\mu = x^\mu - x'^\mu$. The coefficients in (2.9) can all be expanded about $y^\mu = 0$,

$$A^\mu_\nu(x') = A^\mu_\nu_0 (x) + \sum_{|\alpha| \geq 2} A^\mu_\nu_\alpha (x) y^\alpha,$$  \hspace{0.5cm} (2.11)

$$B^\mu_\nu(x') = \sum_{|\alpha| \geq 1} B^\mu_\nu_\alpha (x) y^\alpha,$$  \hspace{0.5cm} (2.12)

$$C(x') = C_0 (x) + \sum_{|\alpha| \geq 1} C_\alpha (x) y^\alpha.$$  \hspace{0.5cm} (2.13)

These are not the most general possibilities for these expansions, but are sufficient to deal with the cases that arise in the present paper. The absence of a linear term in $y^\mu$ in (2.11) is a consequence of the fact that in the examples we will deal with $A^\mu_\mu$ depends only on the spacetime metric whose expansion in Riemann normal coordinates has the first non-trivial term quadratic in $y^\alpha$. Similarly, the absence of a zeroth order term in (2.12) arises because $B^\nu_\mu$ involves the connection whose Riemann normal coordinate expansion begins at order $y^\alpha$. For the case where these conditions are not met, and the more general results that ensue, see [37].

The next step is to Fourier transform the equation for the Green function (2.7). The Fourier transform of a bitensor $F(x, x')$ in the appropriate class defines the symbol $\sigma F(x, p)$,

$$\sigma F(x, p) = \int d^m x' e^{-i(x-x')\mu p_\mu} F(x, x').$$  \hspace{0.5cm} (2.14)

The inverse transform is then

$$F(x, x') = \int \frac{d^m p}{(2\pi)^m} e^{i(x-x')\mu p_\mu} \sigma F(x, p).$$  \hspace{0.5cm} (2.15)

For example, if we take the original operator $\Delta$, then the symbol is obtained by replacing $\partial_\mu$ with $ip_\mu$,

$$\sigma \Delta = -A^\mu_\nu \partial_\mu p_\nu + iB^\nu_\mu p_\mu + C.$$  \hspace{0.5cm} (2.16)

For polynomials in the momentum $p_\mu$ like this, we will use $\sigma \Delta_n$ to denote the term of order $n$. Because of the Fourier transform, this method is called the local momentum space expansion in quantum field theory [13]. In functional analysis, the bitensors belong to the class of pseudo-differential operators.

The aim now is to make use of the expansions (2.11)–(2.13) in (2.5). There is a useful relation for the symbol of a product of two operators $F(x, x')$ and $H(x, x')$, which can be obtained by inserting the inverse transforms (2.15),

$$\sigma (FH) = \sum_a \frac{1}{a!} D^a (\sigma F) \partial_a (\sigma H),$$  \hspace{0.5cm} (2.17)

where $D$ is the momentum derivative,

$$D^a = (-i)^{|a|} \left( \frac{\partial}{\partial p_1} \right)^{a_1} \ldots \left( \frac{\partial}{\partial p_m} \right)^{a_m}.$$  \hspace{0.5cm} (2.18)
We apply this to the product \( G(\Delta - sI) \), noting that the left and right inverses of the operator \( \Delta - sI \) are equivalent because we have assumed that the operator \( \Delta \) is self-adjoint. The Fourier transform then gives
\[
\sigma(G(\Delta - sI)) = I. \tag{2.19}
\]
This can be solved recursively by setting \( \sigma G = G_0 + G_1 + \cdots \), where \( G_n \) can be thought of as having order \( p^{2-n} \) for large \( p \). After using (2.17),
\[
\sum_n \sum_{S(\alpha, j, l) = n} \frac{1}{\alpha!} D^\alpha G_j \partial_\alpha \sigma (\Delta - sI)_l \sim I \tag{2.20}
\]
where \( S(\alpha, j, l) = |\alpha| + j - l + 2 \). The symbol \( \sim \) has been used to remind us that the series obtained from (2.17) will match the right-hand side of this equation term by term, but might not be convergent. The first term in the series gives
\[
G_0 (A^{\mu\nu} p_\mu p_\nu + sI) = -I. \tag{2.21}
\]
Separating of the \( \alpha = 0 \) terms from the rest of the series gives the general formula for \( G_n \),
\[
G_n = -\sum_{S(\alpha, j, l) = n} \frac{1}{\alpha!} D^\alpha G_j \partial_\alpha \sigma \Delta_l G_0. \tag{2.22}
\]
The \( sI \) term has disappeared because it is always eliminated by the \( \partial_\alpha \).

The \( n = 1 \) term vanishes from the assumptions used in defining the normal coordinate expansions (2.11)–(2.13). After expanding the multi-index notation into single-index notation, the next term \( G_2 \) is
\[
G_2 = -\frac{\partial^2 G_0}{\partial p_\mu \partial p_\beta} A^{\mu\nu} \partial_\mu p_\nu G_0 - \frac{\partial G_0}{\partial p_\mu} B^{\mu\nu} p_\nu G_0 - G_0 CG_0. \tag{2.23}
\]
Proceeding further gives \( G_4 \) in terms of \( G_0 \) and \( G_2 \),
\[
G_4 = \frac{\partial^4 G_0}{\partial p_\mu \partial p_\nu \partial p_\gamma \partial p_\rho} A^{\mu\nu\gamma\rho} p_\mu p_\nu p_\gamma p_\rho G_0 - \frac{\partial^2 G_2}{\partial p_\mu \partial p_\beta} A^{\mu\nu} \partial_\mu p_\nu G_0 - \frac{\partial G_2}{\partial p_\mu} B^{\mu\nu} p_\nu G_0 + \frac{\partial^2 G_0}{\partial p_\mu \partial p_\beta} C_\mu p_\beta G_0. \tag{2.24}
\]
The evaluation of \( G_n \) for larger \( n \) and a general operator soon becomes impractical due to the large number of terms. As we will show the terms indicated here are sufficient to evaluate the first three terms in the heat kernel expansion. The term \( G_3 \) which we do not display cannot contribute to the heat kernel coefficients.

The heat kernel is related to the Green function by (2.8) and can therefore be expanded as a series \( K_0 + K_1 + \cdots \). If we take \( x^\mu \rightarrow x^\nu \) and then substitute the inverse transform (2.14) we obtain a formula for \( K_n(x, x, \tau) \),
\[
K_n(x, x; \tau) = \int \frac{d^n p}{(2\pi)^m} \int_{c-i\infty}^{c+i\infty} \frac{ds}{2\pi i} e^{-st} G_n(x, p; s). \tag{2.25}
\]
Note that \( G_n \) as defined in (2.21) and (2.22) obeys the scaling relation
\[
G_n(x, \tau^{-1/2} p, s/\tau) = \tau^{1+n/2} G_n(x, p; s). \tag{2.26}
\]
We use the scaling relation to scale \( \tau \) out of the integral in (2.25) and obtain
\[
K_n = \tau^{(n-m)/2} \int \frac{d^n p}{(2\pi)^m} \int_{c-i\infty}^{c+i\infty} \frac{ds}{2\pi i} e^{-st} G_n(x, p; s). \tag{2.27}
\]
From this we read off the heat kernel coefficient $E_k$ defined in (2.3),

$$E_k = (4\pi)^{m/2} \int \frac{d^m p}{(2\pi)^m} \int_{e^{-i\infty}}^{e^{+i\infty}} \frac{dx}{2\pi i} e^{-iG_{2k}(x, p, s)}.$$ \hspace{1cm} (2.28)

We are able to obtain the untraced heat kernel coefficients from this formula, but most of the results we will derive later are for the traces of these coefficients. (The untraced heat kernel coefficients are useful in some calculations that will be given elsewhere. The untraced expressions for $G_n$ are needed to obtain even the traced heat kernel coefficients as the results in (2.23) and (2.24) show.)

So far our considerations have been reasonably general and have followed a familiar path. We stated in the introduction that, in quantum field theory applications, $A^{\mu\nu}$ takes a special form. We will assume that, at the origin of normal coordinates,

$$A^{\mu\nu} = -ig^{\mu\nu} - \zeta P^{\mu\nu},$$ \hspace{1cm} (2.29)

for some constant $\zeta$ and matrix $P^{\mu\nu}$. In the special case where $\zeta = 0$ the operator that describes the theory is minimal and the heat kernel coefficients are well-known [3, 7–12, 38]. Suppose that we define a normalized symbol of $P^{\mu\nu}$ by

$$\tilde{P} = \frac{P^{\mu\nu} \hat{p}_\mu \hat{p}_\nu}{(\hat{p})^2 - \zeta}.$$ \hspace{1cm} (2.30)

(So $\hat{p}_\mu \hat{p}_\mu = 1$.) We consider operators where $\nabla_\mu P^{\mu\nu} = 0$ and $\tilde{P}$ is a projection operator

$$\tilde{P}^2 = \tilde{P}.$$ \hspace{1cm} (2.31)

This latter condition allows the flat-spacetime momentum-space Feynman Green function to be found because it allows the operator in (2.21) to be inverted in closed form. We will justify that this is the case for spin one and spin two fields in the next section. It is then easy to show that the solution for $G_0$ in (2.21) is

$$G_0(x, p; s) = (p^2 - s)^{-1}I - \zeta (p^2 - s)^{-1}[(1 + \zeta)p^2 - s]^{-1}P_{\mu\nu}P^{\mu\nu}.$$ \hspace{1cm} (2.32)

By combining this with the general formula for $G_n$ (2.22) and the heat-kernel coefficient (2.28), we see that the general term in $E_n$ resembles $\hat{P}X\hat{P}Y\ldots\hat{P}$, where $X, Y, \ldots$ are derivatives of the matrix coefficients $A^{\mu\nu}$, $B^{\mu\nu}$ and $C$. This can be made more quantitative by introducing an order, which is essentially the inverse mass (or equivalently the length) dimension in the quantum field theory applications. We set

$$\text{ord } A^{\mu\nu} = |\alpha|, \quad \text{ord } B^{\mu\nu} = 1 + |\alpha|, \quad \text{ord } C = 2 + |\alpha|.$$ \hspace{1cm} (2.33)

It follows from (2.22) that $\text{ord } G_n = n$ and then by the integration (2.28) that

**Lemma 2.1.** The heat kernel coefficient $E_n$ is a polynomial in $A^{\mu\nu}$, $B^{\mu\nu}$, $C$, with $\text{ord } E_n = 2n$ and each term has at most $2n$ factors of $P^{\mu\nu}$.

We have reduced the problem of the evaluation of the heat kernel coefficients to one that is purely algorithmic. Although the method is very straightforward, the implementation involves considerable algebraic complexity so that the results are best performed by computer. The Cadabra program [33, 34] has been used for most of the results, and some have been checked using Maple. The lengthy technical details will be omitted here. (A more pedagogical description will be presented elsewhere [39].) It can be shown that under the assumptions that we have described in the previous section resulting in the expression for $G_0$ in (2.32) the general result for $\text{Tr } E_0$ is

$$\text{Tr } E_0 = \text{Tr } I - \frac{1}{m} [1 - (1 + \zeta)^{-m/2}] \text{Tr } P,$$ \hspace{1cm} (2.34)

where $P = P^{\mu\nu}$. (The untraced expression is simply (2.34) with the traces omitted.)
In the higher order coefficients, the momentum integrals reduce to a scalar factor multiplied by a symmetric tensor $t_{\mu_1 \ldots \mu_s}$ defined by

$$t_{\mu_1 \ldots \mu_s} = (4\pi)^{m/2} \int \frac{d^m p}{(2\pi)^m} \hat{p}_{\mu_1} \ldots \hat{p}_{\mu_s} e^{-m^2}. \quad (2.35)$$

The integral has been normalized so that the tensor has unit trace. Explicitly, we have $t_{\mu_3} = \delta_{\mu_1 \mu_2} / m$ and

$$t_{\mu_1 \ldots \mu_s} = \frac{3}{m(m+2)} \delta(\mu_1 \mu_2 \delta_{\mu_3 \mu_4}), \quad (2.36)$$

$$t_{\mu_1 \ldots \mu_s} = \frac{15}{m(m+2)(m+4)} \delta(\mu_1 \mu_2 \delta_{\mu_3 \mu_4}). \quad (2.37)$$

The general result for $E_1$ becomes

$$\text{Tr} E_1 = b_1 t_{\mu_1 \nu_1 \sigma_1} \text{Tr} A^{\mu_1 \nu_1 \sigma_1} + b_2 t_{\mu_2 \nu_2 \rho_2 \sigma_2} \text{Tr} P^{\mu_2 \nu_2 \rho_2 \sigma_2} + b_3 t_{\mu_3 \nu_3 \rho_3 \sigma_3} \text{Tr} P^{\mu_3 \nu_3 \rho_3 \sigma_3} + b_4 t_{\mu_4 \nu_4 \rho_4 \sigma_4} \text{Tr} P^{\mu_4 \nu_4 \rho_4 \sigma_4} + b_5 t_{\mu_5 \nu_5 \rho_5 \sigma_5} \text{Tr} P^{\mu_5 \nu_5 \rho_5 \sigma_5} + b_6 t_{\mu_6 \nu_6 \rho_6 \sigma_6} \text{Tr} P^{\mu_6 \nu_6 \rho_6 \sigma_6} + b_7 t_{\mu_7 \nu_7 \rho_7 \sigma_7} \text{Tr} P^{\mu_7 \nu_7 \rho_7 \sigma_7} + b_8 t_{\mu_8 \nu_8 \rho_8 \sigma_8} \text{Tr} P^{\mu_8 \nu_8 \rho_8 \sigma_8}$$

$$+ b_9 t_{\mu_9 \nu_9 \rho_9 \sigma_9} \text{Tr} P^{\mu_9 \nu_9 \rho_9 \sigma_9} + b_{10} \text{Tr} PC, \quad (2.38)$$

where

$$B^{\mu \alpha} = B^{\mu \alpha} - 2A^{\mu \alpha}. \quad (2.39)$$

The coefficients that appear in front of the various terms have been evaluated but are given by lengthy expressions which we will omit. However, some features of these terms are worthy of mention, so consider the example

$$b_8 = \frac{2(4 + 2\xi + m\xi)}{m-2} \left\{ (1 + \xi)^{-m/2} - 1 \right\} \frac{4m\xi}{m-2}. \quad (2.40)$$

Note that the cases $m = 2, \xi = 0$ and $\xi \to \infty$ are all special. The limit $m \to 2$ exists, and

$$b_8 \to \frac{4}{\xi} \left\{ \ln(1 + \xi) - \frac{2 + \xi}{1 + \xi} \right\}. \quad (2.41)$$

We have checked by a careful evaluation of the coefficients that the case $m = 2$ agrees with the procedure of taking the $m \to 2$ limit of our general results. The limit $\xi \to 0$ corresponds to the minimal operator, and we find that $b_8 \to 0$ in this limit as we would expect. The limit $\xi \to \infty$, as used in the Vilkovisky–DeWitt effective action, gives a divergent result for $b_8$. The validity of the Vilkovisky–DeWitt effective action requires cancellations between some of the terms in the heat kernel coefficients, and in addition there are usually extra terms in the effective action from ghost fields that are not considered here. The examples investigated below will all have these cancellations and give finite results for the heat kernel coefficients as $\xi \to \infty$. As mentioned earlier we will not look at the direct physical applications in this paper.

### 3. Covariant expansions

Recall that the operator of interest has a covariant form,

$$\Delta = -g^{\mu \nu} \nabla_{\mu} \nabla_{\nu} - \xi P^{\mu \nu} \nabla_{\mu} \nabla_{\nu} + Q, \quad (3.1)$$

where $\nabla_{\rho} P^{\mu \nu} = 0$ and the gauge indices have been suppressed. The covariant derivative includes both the Levi-Civita connection for $g_{\mu \nu}$ and the gauge connection $W_{\mu}$, with any tangent-space indices on the fields included alongside internal gauge indices. Since the commutator of two covariant derivatives produces a curvature term, we need only consider the case where $P^{\mu \nu}$ is symmetric in the spacetime indices.
The first step in applying the general formalism is to write the operator \((3.1)\) in the form (2.9) and identify the expressions for \(A^{\mu\nu}, B^\nu\) and \(C\). Some simplification occurs if we make a preliminary rescaling by the determinant \(|g(x)|\) to a new operator \(\Delta'\) of the form,
\[
\Delta' = |g(x)|^{1/4} \Delta |g(x')|^{-1/4}.
\]
This has no effect on the heat kernel coefficients. (This has been checked in the examples described below by explicit calculation.) In coordinates, the new operator becomes
\[
\Delta' = -\left( \partial_{\alpha} - \frac{1}{2} \alpha_{\mu} \right) \left( g^{\nu\mu} + \xi P^{\mu\nu} \right) \left( \partial_{\nu} + \frac{1}{2} \alpha_{\nu} + W_{\nu} \right) + Q
\]
where \(\omega = \ln |g(x)|^{-1/2}\). We can read off the matrix coefficients of the operator \(\Delta'\) at an arbitrary point \(x'\),
\[
A^{\mu\nu} = -g^{\mu\nu} - \xi P^{\mu\nu}
\]
\[
B^\nu = \partial_{\nu} A^{\mu\nu} + A^{\mu\nu} W_{\nu} + W_{\nu} A^{\mu\nu}
\]
\[
C = Q + (\partial_{\mu} A^{\mu\nu}) W_{\nu} + \frac{1}{2} \Delta A^{\mu\nu} (2 \omega_{\mu\nu} - \omega_{\mu} \omega_{\nu}) + A^{\mu\nu} \partial_{\mu} W_{\nu} + W_{\mu} A^{\mu\nu} W_{\nu}.
\]

The next step is to find the coefficients in the normal coordinate expansions of \(A^{\mu\nu}, B^\nu\) and \(C\) as in (2.11)–(2.13). We require the normal coordinate expansions of the metric, the gauge field, the endomorphism \(Q\) and the covariantly constant tensor \(P^{\mu\nu}\). The normal coordinate expansion for the metric is a standard result (see [40] for example),
\[
g_{\mu\nu}(x') = \delta_{\mu\nu} - \frac{1}{3} y^\mu y^\nu R_{\mu\alpha\beta\gamma} + \frac{1}{6} y^\mu y^\nu y^\rho R_{\mu\alpha\beta\gamma\rho} + \cdots,
\]
\[
g^{\mu\nu}(x') = \delta^{\mu\nu} + \frac{1}{3} y^\mu y^\nu R_{\mu\alpha\beta\gamma} + \frac{1}{6} y^\mu y^\nu y^\rho R_{\mu\alpha\beta\gamma\rho} + \cdots,
\]
\[
\omega(x') = 1 + \frac{1}{2} R_{\mu\beta\gamma\delta} y^\mu y^\beta y^\gamma y^\delta + \cdots.
\]
When expanding the gauge connection, we choose a basis for the internal space and parallel transport it from \(x\) to \(x'\). The details can be found in [40], and the result is that
\[
W_{\mu}(x') = -\frac{1}{3} F_{\mu\alpha\beta} y^\alpha y^\beta + \frac{1}{18} R_{\mu\alpha\beta\gamma} y^\alpha y^\beta y^\gamma + \cdots.
\]

The semi-colon denotes a covariant derivative with both the Levi-Civita and gauge connection. The normal coordinate expansions of the matrices \(Q\) and \(P^{\mu\nu}\) can be obtained by expanding the covariant derivatives order by order in \(y^\mu\),
\[
Q(x') = Q + y^\mu Q_{\alpha\mu} + \frac{1}{2} y^\mu y^\nu Q_{\alpha\nu} + \cdots,
\]
\[
P^{\mu\nu}(x') = P^{\mu\nu} + \frac{1}{3} R_{\alpha\mu\beta\gamma} P^{\alpha\nu} y^\beta y^\gamma + \frac{1}{6} R_{\alpha\mu\beta\gamma\rho} P^{\alpha\nu} y^\beta y^\gamma y^\rho + \cdots.
\]
All terms on the right-hand side of these equations are evaluated at the origin of normal coordinates. The expansion has been done up to the order we require for the calculation of \(E_2\), but these expansions could be continued to arbitrary order in principle. In these expansions we have converted all of the spacetime indices on \(Q\) and \(P^{\mu\nu}\) that correspond to the fields.
to tangent space indices with the appropriate vierbeins. In some of the expressions in the particular examples described later we do not do this as it provides a useful check on the detailed calculations.

With these expansions it is easy to verify that the assumptions that we made concerning the expansions of $A_{\mu \nu}$ and $B^\mu$ are met. (Specifically, there is no term in the expansion of $A_{\mu}$ that is linear in $y^\alpha$, and the expansion of $B^\mu$ begins at order $y^\alpha$.) Furthermore, the matrix coefficients $A_{\mu \nu \alpha}$ etc have at most one factor of $P_{\mu \nu}$ and their order is related to the orders of $R_{\mu \nu \rho \sigma}$, $Q$ and $P_{\mu \nu}$ if we set

$$\text{ord } R_{\mu \nu \rho \sigma} = \text{ord } F_{\mu \nu} = \text{ord } Q = 2, \quad \text{ord } \nabla = 1, \quad \text{ord } P_{\mu \nu} = 0.$$  \hspace{1cm} (3.13)

The earlier result lemma 2.1 then implies

**Theorem 3.1.** The general coefficient $E_n(x, \Delta)$ for the special class of operators is a covariant polynomial in $R_{\mu \nu \rho \sigma}$, $Q$ and $P_{\mu \nu}$ and their derivatives with $\text{ord } E_n = 2n$ containing at most $3n$ factors of $P_{\mu \nu}$.

We can always choose an orthonormal frame at the point $x$, and then we find in the following section that $P_{\mu \nu}$ consists of a series of Kronecker delta tensors, some of them mixing spacetime and internal tangent bundle indices. After substituting for $P_{\mu \nu}$, the heat kernel coefficient will consist of terms which have contractions of $R_{\mu \nu \rho \sigma}$, $Q$ and their derivatives.

As an example, the explicit coefficients that we will need for $E_1$ are

$$A_{\mu \nu} = -\delta_{\mu \nu} - \zeta P_{\mu \nu}, \hspace{1cm} (3.14)$$

$$A_{\mu \nu \alpha \beta} = -\frac{1}{3}R^\mu_{\alpha \nu \rho} - \frac{1}{7} \zeta R_{(\alpha \beta \mu \nu)} P^\rho.$$ \hspace{1cm} (3.15)

The remaining coefficients are expressed in terms of $A_{\mu \nu}$ for simplicity,

$$B_{\mu \alpha} = 2A_{\mu \nu \beta \alpha} - \frac{1}{2} \{A_{\mu \nu}, F_{\beta \alpha}\}, \hspace{1cm} (3.16)$$

$$C = Q + \frac{1}{6} A_{\mu \nu} R_{\mu \nu}, \hspace{1cm} (3.17)$$

where $\{F, G\}$ is used for the anti-commutator $FG + GF$. Higher order terms for specific cases are given in the next section.

The covariant $E_1$ coefficient can be obtained by substituting the normal coordinate expansions (3.14)–(3.17) into the general expression (2.38) for the $E_1$ coefficient. The appendix explains how some of the terms can be simplified by using the symmetry under tetrad rotations. It is possible to replace most of the $P_{\mu \nu}$ terms by a trace over spacetime indices $P = P_{\mu \mu}$. The traced $E_1$ coefficient is then

\begin{equation}
\text{Tr } E_1 = a_1 R \text{Tr } (I) + a_2 \text{Tr } Q + a_3 \text{Tr } P Q + a_4 \text{Tr } P + a_5 \text{Tr } P^2 + a_6 \text{Tr } P_{\mu \nu \rho \sigma} P^\rho P^\sigma F_{\alpha \beta}, \hspace{1cm} (3.18)
\end{equation}

where the coefficients are given in table 1. Note that these results are valid when $P_{\mu \nu}$ is symmetric in the spacetime indices.

**4. Some applications**

In this and the following sections we will apply the general methods from the previous section to a number of examples of direct physical interest. The calculations in this section on the $E_1$ coefficient have been done in two different ways as a check on the computer algebra programs which have been employed. The first method involves substitution into the general result (3.18), which was obtained using Maple. The second method repeats the general steps, with some modifications detailed below, using a Cadabra program [33, 34]. The results are summarized in table 2. Agreement between the two methods gives us some confidence in the results for the $E_2$ coefficients in the next section, where using a general result is impractical.
Table 1. The sub-coefficients in the traced heat kernel coefficient $\text{Tr} E_1$ for the special class of non-minimal operators in spacetime dimension $m$ and $u = (1 + \zeta)^{-m/2}$, $\zeta$ is defined in (3.1).

<table>
<thead>
<tr>
<th>Term</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>$\frac{1}{6}$</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$-1$</td>
</tr>
<tr>
<td>$a_3$</td>
<td>$-\frac{m}{12} (m+2)(m\zeta - 2m + 4\zeta + 10)(u - 1)$</td>
</tr>
<tr>
<td>$a_4$</td>
<td>$+ \frac{\zeta(-9m + m^2 + 2)}{6(m-2)m(m-1)}$</td>
</tr>
<tr>
<td>$a_5$</td>
<td>$+ \frac{4(4m - 2)(m - 1)m^2}{2(4 + 2\zeta + m\zeta)(u - 1)} + \frac{4m\zeta}{m-2}$</td>
</tr>
</tbody>
</table>

Table 2. The heat kernel coefficient $\text{Tr} E_1 = c_1 R + c_2 \text{Tr} Q$ for vectors, 1-forms and rank two symmetric tensors. The spacetime dimension is $m$ and $u = (1 + \zeta)^{-m/2}$ There are two $\text{Tr} Q$ terms for tensors which are given in section 4.3.

<table>
<thead>
<tr>
<th>Example</th>
<th>$c_1$</th>
<th>$c_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vector</td>
<td>$\frac{(m+6 + m\zeta)u}{6m} + \frac{(m+2)(m-3)}{6m}$</td>
<td>$\frac{u}{m} - \frac{m-1}{m}$</td>
</tr>
<tr>
<td>1-form</td>
<td>$\frac{(1 + \zeta)u + m - 7}{6m}$</td>
<td>$\frac{m}{m} - \frac{m-1}{m}$</td>
</tr>
<tr>
<td>Tensor</td>
<td>$\frac{6}{6m} (m^2 + m^2\zeta + 6m\zeta + 24m + 12m - 48)$</td>
<td>$\frac{m^3 - m^2 - 12m - 48}{12m}$; see section 4.3</td>
</tr>
</tbody>
</table>

4.1. Real vector field

The operator that describes the quantized spin-1 vector field takes the general form

$$\Delta^{\mu \nu} = -\delta^{\mu \nu} \nabla^2 - \zeta \nabla^\mu \nabla^\nu + Q^{\mu \nu},$$  

(4.1)

The general field indices $(i$ and $j$) of the general results are simply vector spacetime indices in this case that are raised and lowered with the spacetime metric $g_{\mu \nu}$ as usual. Here $\zeta$ is treated as a constant and arises in quantum field theory from a gauge fixing condition of the Landau–Feynman type. $Q^{\mu \nu}$ is a general second rank tensor field that typically involves just the Ricci tensor in the case of the Maxwell field. If the vector field is massive then there will be an additional term $m^2 \delta^{\mu \nu}$ where $m$ is the mass. We will not specify the details of $Q^{\mu \nu}$ here. Additionally we do not use the vierbein to relate the spacetime indices on $Q$ to those in the tangent space. As mentioned, this provides an independent check on our results.

The first step in applying the general results is to write the operator (4.1) in the form of (2.9) and identify the expressions for $A^{\mu \nu}$, $B^{\mu}$ and $C$. This is done simply by expanding out the covariant derivatives in terms of the ordinary ones and comparing coefficient of the derivatives that occur. We do not employ the rescaling by $|g|^{1/2}$ which we used in the previous section, so now the results are

$$\left(\Delta^{\mu \nu}\right)_\tau = -g^{\mu \nu} \delta^\tau_\tau - \frac{1}{2} \zeta \left( g^{\mu \rho} \delta^\tau_\rho + g^{\nu \rho} \delta^\tau_\rho \right),$$  

(4.2)

$$\left( B^{\rho \nu}\right)_\tau = -2 g^{\rho \nu} \Gamma^\lambda_{\nu \tau} + g^{\rho \beta} \Gamma^{\beta \nu}_{\mu \tau} - \zeta g^{\rho \lambda} \Gamma^\lambda_{\nu \tau},$$  

(4.3)

$$\left( C\right)_\tau = Q^{\mu \nu} + g^{\mu \beta} \Gamma^{\nu}_{\rho \tau} - g^{\mu \beta} \Gamma^\lambda_{\rho \beta} - g^{\mu \alpha} \Gamma^\lambda_{\alpha \beta; \tau} - \zeta g^{\mu \rho} \Gamma^\rho_{\nu \tau, \sigma},$$  

(4.4)
The next step is to identify the coefficients in the normal coordinate expansions of $A^{\mu\nu}$, $B^\mu$ and $C$ as defined in (2.11)--(2.13). In the real vector field case this just requires the normal coordinate expansion of the metric, inverse metric and Christoffel symbols. The relevant expressions for the metric are given in (3.7), and for the Christoffel symbol

$$\Gamma^\mu_{\nu\lambda}(x') = -\frac{1}{2} \gamma^\mu (R^\lambda_{\mu\nu\lambda} + R^\lambda_{\nu\mu\lambda}) - \frac{1}{12} \gamma^\mu (2R^\lambda_{\mu\nu\sigma} + 2R^\lambda_{\nu\mu\lambda})$$

+ $R^k_{\alpha\nu\beta\gamma} + R^k_{\alpha\mu\beta\gamma} - R_{\mu\nu\alpha\beta}$

+ $\gamma^\mu \gamma^\nu \gamma^\lambda \gamma^\rho$ \left( -\frac{1}{36} R^\rho_{\mu\nu\rho\lambda} - \frac{1}{36} R^\rho_{\nu\mu\rho\lambda} - \frac{1}{36} R^\rho_{\lambda\mu\rho\nu} + \frac{1}{36} R^\rho_{\mu\rho\lambda\nu} \right)

- $\frac{1}{36} R^k_{\mu\nu\rho\sigma} R_{\rho\nu\sigma} - \frac{1}{36} R^k_{\nu\mu\rho\sigma} R_{\rho\mu\sigma} - \frac{1}{36} R^k_{\lambda\mu\rho\nu} R_{\rho\nu\lambda}$

+ $\frac{1}{36} R^k_{\mu\lambda\nu\rho} R_{\rho\lambda\nu} + \frac{1}{36} R^k_{\nu\mu\lambda\rho} R_{\rho\mu\lambda} + \frac{1}{36} R^k_{\nu\lambda\rho\mu} R_{\rho\nu\lambda} + \frac{1}{36} R^k_{\rho\nu\lambda\mu} R_{\rho\nu\lambda} + \cdots$.

All curvature terms are evaluated at the origin of Riemann normal coordinates where the metric tensor reduces to $\delta_{\mu\nu}$. Unlike in the previous section, we use the normal coordinate frame for the internal vector indices so that the expansion for $Q^\mu_{\tau}$ turns out to be

$$Q^\mu_{\tau}(x') = Q^\mu_{\tau} + \gamma^\mu (Q^\rho_{\tau\rho} + \frac{1}{2} R^\rho_{\tau\rho} - \frac{1}{2} R^\rho_{\tau\rho} Q^\rho_{\tau}) + \cdots,$$

with the usual understanding that all terms on the right-hand side are evaluated at the origin of Riemann normal coordinates. We do not need all of the terms in the expansions that are shown here to calculate $E_0$ and $E_1$, but they will be needed in the next section when we calculate $E_2$.

With these expansions again it is easy to verify that the assumptions that we made concerning the expansions of $A^{\mu\nu}$ and $B^\mu$ above are met. (Specifically, there is no term in the expansion of $A^{\mu\nu}$ that is linear in $\gamma^\nu$, and the expansion of $B^\mu$ begins at order $\gamma^\mu$.) The explicit coefficients that we will need for $E_1$ are

$$A_0^{\mu\nu}(x^\tau) = -\frac{1}{2} \delta_{\tau}^\mu \delta_{\tau}^\nu - \frac{1}{2} \xi \left( \delta^\mu_{\lambda\lambda} \delta^\nu_{\tau} + \delta^\nu_{\lambda\lambda} \delta^\mu_{\tau} \right),$$

(4.7)

$$A_0^{\mu\nu}(x^\tau) = -\frac{1}{3} \delta_{\tau}^\mu \delta_{\tau}^\nu - \frac{1}{6} \xi \left( \delta^\mu_{\lambda\lambda} \delta^\nu_{\tau} + \delta^\nu_{\lambda\lambda} \delta^\mu_{\tau} \right),$$

(4.8)

$$B_0^{\mu\nu}(x^\tau) = \frac{2}{3} \delta_{\tau}^\mu \delta_{\tau}^\nu - \frac{2}{3} \delta_{\tau}^\mu \delta_{\tau}^\nu - \frac{2}{3} \delta^\mu_{\lambda\lambda} \delta_{\tau}^\nu + \frac{1}{3} \xi \delta^\mu_{\lambda\lambda} R_{\tau\alpha},$$

(4.9)

$$C_0^{\mu\nu}(x^\tau) = Q^{\mu\nu}_\tau + \frac{1}{2} R^{\mu\nu}_\tau + \frac{1}{2} \xi R^{\mu\nu}_\tau.$$ (4.10)

The expansions needed for $E_2$ are given in an appendix.

We can identify $P^{\mu\nu}$ in (2.29) from (B.1) as

$$(P^{\mu\nu})^{\lambda}_{\tau} = \frac{1}{2} \left( \delta^\mu_{\lambda\lambda} \delta^\nu_{\tau} + \delta^\nu_{\lambda\lambda} \delta^\mu_{\tau} \right).$$ (4.11)

We then have $\tilde{P}$ in (2.30) given by

$$\tilde{P}^{\mu\nu}_\tau = \tilde{P}^{\mu\nu}_\tau,$$ (4.12)

and it is easy to see that our assumption in (2.31) holds. All of the assumptions that we made in deriving the general results for $E_0$ and $E_1$ are satisfied in the case of a real vector field. It is now a straightforward, yet algebraically tedious matter, to use the results given here to evaluate the expressions given in (2.34) and (2.38). The result for the trace of $E_0$ turns out to be the same as before

$$\text{Tr } E_0 = m - 1 + (1 + \xi)^{-m/2}.$$ (4.13)

(The untraced $E_0$ is a multiple of the identity.) For $E_1$ we find

$$\text{Tr } E_1 = c_1 R + c_2 \text{Tr } Q$$ (4.14)
where $c_1$ and $c_2$ are given in table 2. (The untraced expression for $E_1$ is a special case of the result given in appendix C.) In the limit where we take $\zeta = 0$, so that the operator becomes minimal, we recover the standard result [3, 38]

$$\text{Tr} E_1 = \frac{1}{2} R \text{Tr} I - \text{Tr} Q.$$  \hfill (4.15)

This is true regardless of the spacetime dimension. Finally, our results apply to 1-forms with operator

$$\Delta = \delta d + (1 + \zeta) d \delta + Q,$$  \hfill (4.16)

where $d$ is the exterior derivative with adjoint $\delta$. We have to make the replacement $Q_{\mu}^\nu \rightarrow Q_{\mu}^\nu + R_{\mu}^\nu$ to recover the form of the vector operator (4.1), and this gives the 1-form coefficients in table 2. These agree with [30].

### 4.2. Yang–Mills field

We now consider the application of our results to non-Abelian, or Yang–Mills, gauge theories. We will use the conventions of [41]. The covariant form of the operator is (with gauge indices suppressed)

$$\Delta^\mu_{\nu} = -\delta^\mu_\nu D^2 - \zeta D^\mu D_\nu + R^\mu_\nu - 2 F^\mu_\nu.$$  \hfill (4.17)

Here $D_\mu = \nabla_\mu + A_\mu$ is the gauge covariant derivative, the tangent space connection sits in $\nabla_\mu$ and the Yang–Mills gauge field $A_\mu$ has been separated out. The gauge coupling constant has been absorbed into the gauge field. In terms of the usual gauge fields $A_\mu^a$, where $a, b, c, \ldots$ represent the Lie algebra indices, we have $A_\mu = g A_\mu T_a$ and the Yang–Mills field strength $F_{\mu\nu} = g f_{abc} T_a$ with $T_a$ the anti-Hermitian generators for the Lie algebra of the gauge group. We let $f_{abc}$ represent the structure constants and restrict attention to gauge groups whose Killing metric is the Kronecker delta (so that there is no distinction between upper and lower group indices) and that have totally antisymmetric structure constants $f_{abc}$. If we write out the operator in (4.17) with the gauge connection expanded out we have

$$\Delta^\mu_{\nu} = -\delta^\mu_\nu \delta^\beta_\mu + \zeta g^{\alpha\mu} \delta^\beta_\nu \left[ \delta^\mu_\nu \nabla_\alpha \nabla_\beta - g f_{abc} A^a_\nu \nabla_\alpha - g f_{abc} A^c_\mu \nabla_\beta 

- g f_{abc} \nabla_\alpha A^a_\mu + \delta^\mu_\nu \delta^\beta_\nu \right] + Q^\mu_{\nu}.$$  \hfill (4.18)

For the Yang–Mills field we have

$$Q^\mu_{\nu} = \delta^\mu_\nu R^\mu_\nu + 2 g f^a_{bc} F^a_{\mu\nu},$$  \hfill (4.19)

but we will obtain results valid for arbitrary $Q^\mu_{\nu}$ here before specializing to Yang–Mills.

Our general results require the operator to be written in the general form of (2.9). In the present case the general index $i$ stands for a pair of indices $(a, \mu)$. Expanding out the spacetime covariant derivatives will generate terms like those for the real vector field in section 4.1. In fact it is easy to see that

$$(A^{\alpha\beta})^\mu_{\nu} = \delta^\alpha_\nu (A^{\alpha\beta}_{\text{vec}})^\mu_{\nu},$$  \hfill (4.20)

where $(A^{\alpha\beta}_{\text{vec}})^\mu_{\nu}$ was the real vector field result in (4.2). The operator $P^\mu_{\nu}$ has the special form with $P_{\alpha\mu} = P$ as before. The relevant expansion coefficients defined in (2.11) are simply obtained from those in (B.1)–(B.4) by multiplying by $\delta^\alpha_\nu$.

The results for $(B^\mu_{\alpha})^\mu_{\nu}$, and $(C)^\mu_{\nu}$, can be read from (4.18). In order to obtain the normal coordinate expansions we use (3.7), (3.8), (4.5) and the expansions of the gauge field (3.10). The matrix coefficients we require for $E_i$ are found to be

$$(B^\mu_{\alpha})^\mu_{\nu} = \delta^\mu_\nu (B^\mu_{\alpha\text{vec}})^\mu_{\nu} - g \delta^\mu_\nu f_{abc} F^a_{\mu\nu} - \frac{1}{2} \zeta \delta^\mu_\nu f_{abc} F^a_{\mu\nu} - \frac{1}{2} \zeta \delta^\mu_\nu f_{abc} F^a_{\mu\nu}$$  \hfill (4.21)
and
\[(C_0)_{\mu \nu} = \delta_0^\mu (\tilde{C}_{0\text{vec}})_\nu^\mu + \frac{1}{2} \xi g \frac{\partial}{\partial \xi} F^{\mu\nu} + Q_{\mu \nu}^{(h)} \tag{4.22}\]

Here \((R_{\text{vec}}^{\mu\nu})^\nu_\nu\) is the real vector field result and \((\tilde{C}_{0\text{vec}})^\mu_\nu\) is the real vector field result given in (B.8) with the omission of the term in \(Q_{\mu \nu}^{(h)}\).

As already explained, because of (4.20) we have \((P^{\mu \beta})_{\mu \nu} = \delta_0^\mu (F_{\text{vec}}^{\mu \beta})^{\nu}_\nu\), and hence
\[(G_0)_{\mu \nu} = \delta_0^\mu (G_{0\text{vec}})^{\nu}_\nu , \tag{4.23}\]

where \((G_{0\text{vec}})^{\mu}_\nu\) is the real vector field Green function given from (2.32) and (4.11). After some calculation, the result for the trace of \(E_1\) turns out to be
\[\text{Tr } E_1 = c_1 d_G R + c_2 \text{Tr } Q. \tag{4.24}\]

where the trace is over the group and tangent space indices and
\[c_1 = \frac{1}{6} (m + \xi) + \frac{1}{6m} (m + m\xi + 6)(1 + \xi)^{-m/2} - 1. \tag{4.25}\]
\[c_2 = -1 + \frac{1}{m} [1 - (1 + \xi)^{-m/2}]. \tag{4.26}\]

(The untraced expression is given in appendix C.) In the special case of pure Yang–Mills theory where \(Q_{\mu \nu}^{(h)}\) is given by (4.19) we have
\[\text{Tr } E_1 = \frac{1}{6} ((1 + \xi)^{1-m/2} + (m - 7)) d_G R. \tag{4.27}\]

In the case of \(m = 4\), this agrees with standard results [24, 25], and for \(d_G = 1\) we recover the 1-form result [27].

4.3. Spin-2 gravity

For gravity we will let \(g_{\mu \nu}\) be the background spacetime metric and let \(h_{\mu \nu}\) denote the quantum fluctuation about the background. If we choose \(h_{\mu \nu}\) as our basic fields, then the natural metric on the space of fields is the DeWitt metric
\[G^{\mu \nu \rho \sigma} = \frac{1}{2} (g^{\mu \beta} g^{\rho \sigma} + g^{\mu \sigma} g^{\rho \beta} - g^{\mu \nu} g^{\rho \sigma}). \tag{4.28}\]

The inverse of the DeWitt metric only exists in spacetimes whose dimension is other than 2. It is convenient to treat the lower indices as the internal components corresponding to the index \(i\) in the generic field \(\psi^i\). If this is done, the relevant operator for the spin-2 field is
\[\Delta_{\mu \nu}^{\lambda \tau} = -\Sigma^{\alpha \beta}_{\mu \nu} \lambda^{\tau} \nabla_{\alpha} \nabla_{\beta} + Q^{\lambda \tau}_{\mu \nu}, \tag{4.29}\]

where
\[\Sigma^{\alpha \beta}_{\mu \nu} = g^{\alpha \beta} \delta_{\mu \nu}^{\lambda \tau} + \xi (g^{\alpha \lambda} b^{\beta \tau} + g^{\alpha \tau} b^{\beta \lambda} - g^{\alpha \beta} b^{\lambda \tau}). \tag{4.30}\]

We have introduced
\[\delta_{\mu \nu}^{\lambda \tau} = \frac{1}{2} (\delta_{\mu \nu}^\lambda \delta_{\beta \tau}^\alpha + \delta_{\beta \tau}^\lambda \delta_{\mu \nu}^\alpha), \tag{4.31}\]

which is the identity operator on the space of symmetric second rank tensors. It is important to remember that the DeWitt metric must be used to raise and lower field indices, rather than simply using the spacetime metric. We will keep \(Q^{\lambda \tau}_{\mu \nu}\) general here, but record that in the case of Einstein gravity with a cosmological constant (see equation (2.62) of [25] for example)
\[Q^{\lambda \tau}_{\mu \nu} = R^{\lambda \tau}_{\nu \mu} + R^{\lambda \tau}_{\mu \nu} - \frac{1}{2} \left( \delta_{\mu \nu} R^{\lambda \tau} + \delta_{\lambda \tau} R_{\mu \nu} + \delta_{\lambda \mu} R_{\nu \tau} + \delta_{\nu \tau} R_{\mu \lambda} \right) + g^{\lambda \tau} R_{\mu \nu} + \frac{2}{(m - 2)} g_{\mu \nu} \left( R^{\lambda \tau} - \frac{1}{2} R g^{\lambda \tau} \right) + (R - 2 \Lambda) \delta_{\mu \nu}^{\lambda \tau}, \tag{4.32}\]
with some additional terms that can be found in [25] for the Vilkovisky–DeWitt effective action. The inverse of the DeWitt metric is

\[ G_{\mu\nu,\rho\sigma} = \frac{1}{2} (g_{\mu\sigma} g_{\nu\rho} + g_{\rho\sigma} g_{\nu\mu}) + \frac{1}{(2 - m)} g_{\mu\nu} g_{\rho\sigma}. \]  

(4.33)

This clearly requires \( m \neq 2 \), and so we do not consider the case \( m = 2 \) for gravity. When expanding the Einstein–Hilbert action to quadratic order in \( h_{\mu\nu} \), the term that does not involve any derivatives of \( h_{\mu\nu} \) can be written as \( \frac{1}{2} h_{\mu\nu} S^{\mu\nu,\lambda\tau} h_{\lambda\tau} \), and the relation between \( S^{\mu\nu,\lambda\tau} \) and \( Q^{\mu\nu,\lambda\tau} \) in (4.32) is

\[ Q^{\mu\nu,\lambda\tau} = G_{\mu\alpha\nu\beta} S^{\alpha\beta,\lambda\tau}. \]  

(4.34)

It can be advantageous to write the result for the heat kernel coefficients in terms of \( S^{\mu\nu,\lambda\tau} \) since it can be read off simply from the expansion of the action; however it is \( Q^{\mu\nu,\lambda\tau} \) that enters our basic formalism.

We now require the coefficients that appear when the operator is written in the required form in (2.9). The results turn out to be

\[ (A^{\alpha\beta})_{\mu\nu}^{\lambda\tau} = -\frac{1}{2} (\Sigma^{\alpha\beta})_{\mu\nu}^{\lambda\tau} - \frac{1}{2} (\Sigma^{\beta\alpha})_{\mu\nu}^{\lambda\tau}, \]  

(4.35)

\[ (B^{\alpha\beta})_{\mu\nu}^{\lambda\tau} = (\Sigma^{\alpha\beta})_{\mu\nu}^{\lambda\tau} \Gamma^\alpha_{\rho\sigma} + \left( \Sigma^{\alpha\beta} \right)_{\mu\nu}^{\rho\sigma} + (\Sigma^{\beta\alpha})_{\mu\nu}^{\rho\sigma} \left( \delta^\beta_{\mu\nu} \Gamma^\lambda_{\rho\sigma} + \delta^\alpha_{\mu\nu} \Gamma^\beta_{\rho\sigma} \right). \]  

(4.36)

\[ (C)_{\mu\nu}^{\lambda\tau} = Q_{\mu\nu}^{\lambda\tau} + (\Sigma^{\alpha\beta})_{\mu\nu}^{\gamma\delta} \left[ \Gamma^\alpha_{\beta\rho\sigma} \delta^\lambda_{\gamma\delta} + \Gamma^\alpha_{\gamma\rho\sigma} \delta^\lambda_{\beta\delta} - \Gamma^\alpha_{\beta\rho\sigma} \delta^\lambda_{\gamma\delta} - \Gamma^\alpha_{\gamma\rho\sigma} \delta^\lambda_{\beta\delta} \right] \]  

(4.37)

We now expand these coefficients in Riemann normal coordinates to obtain the expansion coefficients defined in (2.11)–(2.13). The expansions (3.7)–(3.12) may be used here. Of special interest is (see (2.29) for the definition)

\[ (P^{\alpha\beta})_{\mu\nu}^{\lambda\tau} = \frac{1}{2} \left( \delta^\alpha_{\mu\nu} \delta^\beta_{\lambda\tau} + \delta^\alpha_{\mu\nu} \delta^\beta_{\lambda\tau} + \delta^\beta_{\mu\nu} \delta^\alpha_{\lambda\tau} + \delta^\beta_{\mu\nu} \delta^\alpha_{\lambda\tau} - 2 \delta^\alpha_{\mu\nu} \delta^\beta_{\lambda\tau} \right). \]  

(4.38)

From (2.30) it can be seen that

\[ (\hat{P})_{\mu\nu}^{\lambda\tau} = (\delta^\alpha_{\mu\nu} \delta^\beta_{\lambda\tau} + \delta^\alpha_{\mu\nu} \delta^\beta_{\lambda\tau} - \delta^\alpha_{\mu\nu} \delta^\beta_{\lambda\tau}) \hat{p}_\alpha \hat{p}_\beta, \]  

(4.39)

which obeys the required relation (2.31):

\[ (\hat{P})_{\mu\nu}^{\lambda\tau} (\hat{P})_{\lambda\tau}^{\rho\sigma} = (\hat{P})_{\mu\nu}^{\rho\sigma} \]  

(4.40)

that was assumed in the derivation of our general results.

The normal coordinate expansions of all of the required coefficients that enter the Green function (2.23) are easily found from (3.8) and (4.5). These are not repeated here for brevity. After following the method described above we find

\[ \text{Tr} E_1 = g^\mu\nu g^\rho\sigma Q_{\mu\nu}^{\rho\sigma} \left( \frac{(1 + \xi)^{-m/2} - 1}{m} - \delta_{\rho\sigma} \right) + \frac{2 - m - 2 (1 + \xi)^{-m/2}}{m} \]  

\[ + R \left\{ \left( \frac{m^3 - m^2 - 12 m - 48}{12 m} \right) + \frac{(1 + \xi)^{m/2} + 6 (1 + \xi) + 24}{6 m} (1 + \xi)^{-m/2} \right\}. \]  

(4.41)

(The untracted expression is more lengthy and is not given here or in appendix C for brevity.) As a check on our result, if we let \( \xi \to 0 \), so that we have a minimal operator, it can be seen that (4.41) becomes equal to the standard result of \( \text{Tr}(E_1) = \text{Tr}(\frac{1}{4}RI - Q) \). (For symmetric rank two tensors \( \text{tr}(I) = \frac{1}{2}m(m+1) \).)
In this section we will calculate the trace of the \( E_2 \) coefficient for the three examples that we have discussed previously. As before, we will only look at the trace of the coefficient here for simplicity as this reduces the number of terms involved considerably. It is the traced coefficient that is of direct applicability to quantum field theory in one-loop calculations, especially in four dimensions where it can be used to describe the renormalization or cut-off scale dependence of terms in the effective action. The untraced coefficients can be evaluated and will be presented elsewhere since they are of interest to quantum field theory calculations beyond one-loop order.

5.1. Real vector field

Following theorem 3.1, we can write the traced \( E_2 \) coefficient in terms of invariants as

\[
\text{Tr } E_2 = a_1 \nabla^2 Q + a_2 Q^{\mu \nu} ; \mu ; \nu + a_3 \nabla^2 R + a_4 Q^2 + a_5 Q^{\mu \nu} Q_{\mu \nu} + a_6 R Q + a_7 R_{\mu \nu} Q^{\mu \nu} + a_8 R^2 + a_9 R_{\mu \nu ; \lambda ; \sigma} R^{\mu \nu ; \lambda ; \sigma}.
\]

(5.1)

Here \( Q = Q^{\mu \mu} \), and \( Q^{\mu \nu} \) has been assumed to be symmetric. The results for the coefficients \( a_1 \ldots a_{10} \) obtained from the method described in the previous sections are given below:

\[
a_1 = \frac{(-m^4 \xi^2 + 5m^2 \xi^2 + 2m^2 \xi^2 - 32m \xi^2 + 96 \xi^2 + 192 \xi + 96)}{6(m - 4)(m^2 - 4)m^2} (1 + \xi)^{-m/2} \frac{(m^3 \xi^2 + 6m^3 \xi^2 + 8m \xi^2 + 48m \xi + 96 \xi + 96)}{6(m - 4)(m^2 - 4)m^2}.
\]

(5.2)

\[
a_2 = \frac{4 \xi^2 m + 5 m^3 \xi^2 - 24 m^2 \xi^2 + 48 \xi^2 + 72 m \xi + 48 \xi - 24 m^2 \xi + 48 m}{3(m - 4)m^2(m^2 - 4)} (1 + \xi)^{-m/2}.
\]

(5.3)

\[
a_3 = \frac{1}{30(m - 4)(m^2 - 4)m^2} [240(m - 2) - 120(6 - 3m + m^2) \xi
+ (m^5 - 5m^4 + 15m^3 - 70m^2 + 104m - 240) \xi^2]
+ \frac{(1 + \xi)^{1 - \xi}}{30(m - 4)(m^2 - 4)m^2} [m(m^2 - 4)(m + 1) \xi^3
+ m(m + 1)(m + 2)(m + 8) \xi^2 + 120(m + 2) \xi - 240(m - 2)],
\]

(5.4)

\[
a_4 = \frac{(4 + 2 \xi + m \xi)}{2m(m^2 - 4) \xi} (1 + \xi)^{-m/2} + \frac{(m \xi - 2 \xi - 4)}{2m(m^2 - 4) \xi}.
\]

(5.5)

\[
a_5 = \frac{-(4 \xi + 4m + 2m \xi)}{2m(m^2 - 4) \xi} (1 + \xi)^{-m/2} = \frac{(2m \xi - 4m - 4 \xi - m^3 \xi + 2m^2 \xi)}{2m(m^2 - 4) \xi}.
\]

(5.6)
\[ a_6 = \frac{(-m^2 \zeta^2 - 2m^2 \zeta - m^2 - 8m \zeta - 12\zeta - 24)}{6m(m^2 - 4)\zeta} (1 + \zeta)^{-m/2} \]
\[ + \frac{(-m^3 \zeta + m^2 \zeta + 12\zeta + 24)}{6m(m^2 - 4)\zeta}, \quad (5.7) \]

\[ a_7 = \frac{(m^2 \zeta^2 + 2m^2 \zeta + 8m \zeta + m^2 \zeta + 12\zeta + 12m)}{3m(m^2 - 4)\zeta} \]
\[ (1 + \zeta)^{-m/2} - \frac{(12\zeta + 8m \zeta - 5m^2 \zeta + 12m)}{3m(m^2 - 4)\zeta}, \quad (5.8) \]

\[ a_8 = \frac{(m^4 - m^3 - 16m^2 + 16m - 72)\zeta - 144}{72(m^2 - 4)m\zeta} \]
\[ + \frac{(1 + \zeta)^{-m/2}}{72(m^2 - 4)m\zeta} [144 + (m + 2)(m^2 + 10m + 36)\zeta + 2m(m + 2)(m + 4)\zeta^2 + m(m^2 - 4)\zeta^3]. \quad (5.9) \]

\[ a_9 = \frac{360m + (-m^4 + m^3 - 116m^2 + 296m + 360)}{180(m^2 - 4)m\zeta} \]
\[ - \frac{(1 + \zeta)^{-m/2}}{180(m^2 - 4)m\zeta} [360m + (m + 2)(m^2 + 58m + 180)\zeta + 2m(m^2 + 30m + 56)\zeta^2 + m(m^2 - 4)\zeta^3], \quad (5.10) \]

\[ a_{10} = \frac{1}{180} (1 + \zeta)^{2-m/2} + \frac{1}{180} (m - 16). \quad (5.11) \]

The limits of our results for \( \zeta = 0 \) and for \( m = 4 \) are given in table 3. These results are in agreement with [42] for the terms that do not involve derivatives. In the limit as \( m \to 4 \) the results of [7] are recovered, again for the terms that do not involve derivatives. For \( \zeta = 0 \) we recover the results of Gilkey [38].
The results for the coefficients in the traced heat kernel coefficient $\text{Tr } E_2$ for Yang–Mills fields with minimal operators $\xi = 0$ or spacetime dimension $m = 4$.

<table>
<thead>
<tr>
<th>Term</th>
<th>$\xi = 0$</th>
<th>$m = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_5^{(1)}$</td>
<td>$\frac{\xi^2}{48(1+\xi)^2}$</td>
<td>$\frac{1}{48(1+\xi^2)}$</td>
</tr>
<tr>
<td>$a_5^{(2)}$</td>
<td>$\frac{1}{3}$</td>
<td>$\frac{1}{48(1+\xi^2)}$</td>
</tr>
<tr>
<td>$a_{11}$</td>
<td>$0$</td>
<td>$\frac{1}{2}$</td>
</tr>
<tr>
<td>$a_{12}$</td>
<td>$\frac{-m}{12}$</td>
<td>$-\frac{1}{4}$</td>
</tr>
</tbody>
</table>

5.2. Yang–Mills field

The operator which we use for the Yang–Mills field was described in section 4.2. Another application of theorem 3.1 allows us to write

$$\text{Tr } E_2 = a_1 \nabla^2 Q^{a\beta}_{ab} + \frac{1}{3} a_2 (Q^{a\beta}_{ab} \; dG_a + Q^{a\beta}_{ab} \; a_1) + dG a_3 \nabla^2 R$$

$$+ a_4 Q^{a\beta}_{ab} Q^{a\beta}_{bc} + a_5^{(1)} Q^{a\beta}_{ab} Q^{a\beta}_{bc} + a_5^{(2)} Q^{a\beta}_{ab} Q^{a\beta}_{bc} + a_6 R Q^{a\beta}_{ab}$$

$$+ a_7 R a_8 Q^{a\beta}_{ab} + dG a_9 R a_8 + dG a_9 R a_8 + dG a_{10} R a_8 + a_{11} R a_8 a_{11}$$

$$+ a_{12} g f_{b c} F^{a}_{\mu \nu} Q^{b c} + a_{13} g f_{b c} F^{a}_{\mu \nu} F^{a}_{\mu \nu},$$

(5.12)

where $C_2$ is the quadratic Casimir invariant of the adjoint representation of the gauge group.

The results for the coefficients $a_1, \ldots, a_4$ and $a_6, \ldots, a_{10}$ are the same as those for the real vector field given in (5.2)–(5.5), and (5.7)–(5.11). The new coefficients are given below. The limiting forms of these extra coefficients for $\xi = 0$ or $m = 4$ are given in table 4

$$a_5^{(1)} = \frac{m \xi - 2 \xi - 4}{2m(m^2 - 4) \xi} + (1 + \xi)^{-m/2} \frac{(m \xi + 2 \xi + 4)}{2m(m^2 - 4) \xi},$$

(5.13)

$$a_5^{(2)} = \frac{m \xi - 2 \xi - 3m \xi + 4m + 6 \xi + 4}{2m(m^2 - 4) \xi} - (1 + \xi)^{-m/2} \frac{(3m \xi + 4m + 6 \xi + 4)}{2m(m^2 - 4) \xi},$$

(5.14)

$$a_{11} = \frac{3m \xi - 8 \xi - 8}{(m - 2)m \xi} + (1 + \xi)^{1-m/2} \frac{(m \xi + 8)}{(m - 2)m \xi},$$

(5.15)

$$a_{12} = \frac{(-m^2 \xi + 3m \xi - 26m \xi + 96 \xi + 96)}{12(m - 2)m \xi} + (1 + \xi)^{1-m/2} \frac{(-m^2 \xi^2 - m^2 \xi + 2m \xi^2 - 22m \xi - 96)}{12(m - 2)m \xi}.$$

(5.16)

In the case of pure Yang–Mills, we have

$$Q^{a\beta}_{ab} = \delta^a_b R^a_{\beta} + 2 g f_{b c} F^{a}_{c \beta}.$$

(5.17)

The number of invariants is reduced to just five, with the traced heat kernel coefficient now

$$\text{Tr } E_2 = dG a_5 \nabla^2 R + dG a_6 R^2 + dG a_9 R a_8 R a_8 + dG a_9 R a_{10} R a_8 + a_{11} R a_8 a_{11}$$

$$+ a_{12} g f_{b c} F^{a}_{\mu \nu} Q^{b c} + a_{13} g f_{b c} F^{a}_{\mu \nu} F^{a}_{\mu \nu}.$$

(5.18)

The new coefficients are related to the old ones by

$$a'_1 = a_1 + \frac{1}{2} a_2 + a_3,$$

(5.19)

$$a'_5 = a_5 + a_6 + a_8,$$

(5.20)
Table 5. Limiting form of coefficients in the traced heat kernel coefficient $\text{Tr} E_2$ for pure Yang–Mills fields with minimal operators $\zeta = 0$ or spacetime dimension $m = 4$.

<table>
<thead>
<tr>
<th>Term</th>
<th>$\zeta = 0$</th>
<th>$m = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a'_3$</td>
<td>$\frac{m^2}{10} - \frac{1}{6}$</td>
<td>$\frac{5 \log(1 + \zeta)}{120}$</td>
</tr>
<tr>
<td>$a'_8$</td>
<td>$\frac{m^2}{72} - \frac{1}{8}$</td>
<td>$\frac{1}{2}$</td>
</tr>
<tr>
<td>$a'_9$</td>
<td>$\frac{1}{4} - \frac{m}{180}$</td>
<td>$\frac{43}{60}$</td>
</tr>
<tr>
<td>$a'_{10}$</td>
<td>$\frac{1}{180} - \frac{1}{12}$</td>
<td>$\frac{1}{180}$</td>
</tr>
<tr>
<td>$a'_{12}$</td>
<td>$2 - \frac{m^2}{12}$</td>
<td>$\frac{5}{7}$</td>
</tr>
</tbody>
</table>

\[
\begin{align*}
    a'_9 &= a^{(1)}_5 + a^{(2)}_5 + a_7 + a_9, \\
    a'_{10} &= a_{10}. 
\end{align*}
\]

After substituting the earlier coefficients we find,

\[
\begin{align*}
    a'_3 &= \frac{m^2 - 10m + 19}{30(m - 4)} + \frac{(m + 1)(1 + \zeta)^{2-m/2}}{30(m - 4)}, \\
    a'_6 &= \frac{1}{72} (1 + \zeta)^{2-m/2} + \frac{m - 13}{72}, \\
    a'_9 &= \frac{91 - m}{180} - \frac{1}{180} (1 + \zeta)^{2-m/2}, \\
    a'_{12} &= \frac{25 - m}{12} - \frac{1}{12} (1 + \zeta)^{2-m/2}. 
\end{align*}
\]

The limiting forms of the coefficients for minimal operators or for $m = 4$ are given in Table 5. The most important coefficient here is $a'_{12}$, which gives the pure Yang–Mills contribution to the renormalization group $\beta$-function of the gauge coupling $g$,

\[
\beta(g) = -\frac{g^3}{8\pi^2} a'_{12} C_2.
\]

The full Yang–Mills result for this $\beta$-function can be obtained by adding a ghost field contribution of $1/6$ to $a'_{12}$. Perhaps the most remarkable feature of the table is that only the coefficient of the $\nabla^2 R$ term has a dependence on the non-minimal parameter $\zeta$ in four dimensions. Ordinarily, each term in the integrated heat kernel coefficient defines a generalized type of $\beta$-function by adding Vilkovisky–DeWitt corrections or taking the limit $\zeta \to \infty$. The pure Yang–Mills case is special, in the sense that the Vilkovisky corrections to these $\beta$-functions vanish.

In the case of $m = 4$ the results for the terms that are not total derivatives agree with Barvinsky and Vilkovisky [7]. Most of the terms here for general $m$ agree with those of Gusynin and Kornyak [31] and [32], although there are some minor differences and the results of these two references are not in complete agreement with each other. Our results do agree with some of the expressions in [31] and some of those in [32] so that the most likely explanation is minor typographical errors in these two references.
5.3. Gravity

The operator for rank two tensors was described in section 4.3. Application of theorem 3.1 allows us to express the trace of \( E_2 \) in the form

\[
\text{Tr} E_2 = t_1 S^\alpha{}_{\mu;\alpha\beta} + \frac{1}{6(m-2)} \nabla^2 S^\alpha{}_{\mu \beta} + t_2 S^\alpha{}_{\mu;\alpha\beta} + t_3 \nabla^2 S^\mu{}_{\alpha\mu}
\]

\[
+ t_4 S^\alpha{}_{\mu;\alpha\beta} S^\nu{}_{\beta\mu} + \frac{1}{2(m-2)^2} \left( S^\alpha{}_{\mu \beta} \right)^2
\]

\[
+ t_5 S_{\alpha\beta\mu\nu} S_{\mu\nu} S^\beta{}_{\alpha} + t_6 S_{\alpha\mu\nu} S_{\mu\nu} S^\beta{}_{\alpha}
\]

\[
+ \frac{1}{6(m-2)} R S^\alpha{}_{\mu \beta} + t_7 R S^\alpha{}_{\mu \beta} + t_8 R_{\mu\nu} S^\alpha{}_{\mu}
\]

\[
+ t_9 R_{\mu\nu} S^\alpha{}_{\mu} + t_{10} R_{\mu\nu} S^\alpha{}_{\mu}
\]

\[
+ t_{11} \nabla^2 R + t_{12} R^2 + t_{13} R_{\mu\nu} R_{\mu\nu} + t_{14} R_{\mu\nu\rho\sigma} R_{\mu\nu\rho\sigma}.
\]

The coefficients \( t_{11}, \ldots, t_{14} \) that follow after applying the general formalism are,

\[
t_1 = -\frac{4(1 + \zeta)(4 + m\zeta)(1 + \zeta)^{-m/2} + m\zeta - 4\zeta - 4)}{(m - 4)(m - 2)m\zeta},
\]

\[
t_2 = -\frac{2(1 + \zeta)((m - 8)m(m + 2)\zeta^2 - 48(m + 2)\zeta - 48m)}{3m(m - 4)(m^2 - 4)\zeta^2}
\]

\[
- \frac{2(1 + \zeta)^{m/2}}{3m(m - 4)(m^2 - 4)\zeta^2} [(m - 4)(5m^2 - 10m - 24)\zeta^2
\]

\[
- 24(m^2 - 4m - 4)\zeta + 48m],
\]

\[
t_3 = \frac{(-m^2\zeta^2 + 6m^4\zeta^2 - 8m^2\zeta^2 - 8m^2\zeta^2 + 192\zeta^2 + 384\zeta + 192)}{6m(m - 4)(m^2 - 4)\zeta^2}
\]

\[
- 2(1 + \zeta)^{1-m/2} \frac{m(m + 6 + 8)\zeta^2 + 48(m + 2)\zeta + 96}{6m(m - 4)(m^2 - 4)\zeta^2},
\]

\[
t_4 = \frac{-m^2\zeta - 4m\zeta + 4\zeta + 4}{(m - 2)^2m\zeta} + 4(1 + \zeta)^{1-m/2} \frac{1}{(m - 2)^2m\zeta},
\]

\[
t_5 = \frac{2(m\zeta + 2\zeta + 4)(1 + \zeta)^{-m/2} + 2(m\zeta - 2\zeta - 4)}{m(m^2 - 4)\zeta},
\]

\[
t_6 = \frac{m\zeta - 4m^2\zeta + 8m + 8\zeta + (-4m\zeta - 8m - 8\zeta)(1 + \zeta)^{-m/2}}{2m(m^2 - 4)\zeta},
\]

\[
t_7 = \frac{-m^2\zeta - 4m^2\zeta + 24\zeta + 48}{6m(m^2 - 4)\zeta}
\]

\[
- (1 + \zeta)^{m/2} \frac{2m^2\zeta^2 + 2m^2\zeta^2 + 4m\zeta^2 + 16m\zeta + 24+ 48}{6m(m^2 - 4)\zeta},
\]

\[
t_8 = \frac{(-4m\zeta - 8\zeta - 16)(1 + \zeta)^{-m/2} - 4m\zeta + 8\zeta + 16}{m(m^2 - 4)\zeta},
\]
\[ t_0 = \frac{2(5m^2 \zeta - 20m\zeta - 12m + 36\zeta + 72)}{3m(m^2 - 4)\zeta} + 2(1 + \frac{\zeta}{m})^{-m/2} \frac{(-2m^2\zeta^2 + m^2\zeta - 4m\zeta^2 - 16m\zeta + 12m - 36\zeta - 72)}{3m(m^2 - 4)\zeta}, \]

(5.37)

\[ t_{10} = \frac{-6m^2\zeta + 8m\zeta + 16m + 24\zeta + 16}{m(m^2 - 4)\zeta} - (1 + \frac{\zeta}{m})^{-m/2} \frac{(2m^2\zeta^2 + 2m^2\zeta + 4m\zeta^2 + 16m\zeta + 16m + 24\zeta + 16)}{m(m^2 - 4)\zeta}. \]

(5.38)

\[ t_{11} = \frac{1}{60m(m - 4)(m + 2)\zeta^2} \left( (m^5 - 3m^4 + 24m^3 - 172m^2 - 480m + 960)\zeta^2 + 240(m^3 - 12)\zeta + 480(m + 4) \right) + \frac{(1 + \frac{\zeta}{m})^{-m/2}}{60m(m - 4)(m + 2)\zeta^2} \left( 2m(m^2 + 2)(m + 6)\zeta^3 + 2m^3(m + 2)(2m + 17)\zeta^3 \right) + 2(m - 4)(m + 2)(m^2 + 15m + 60)\zeta^2 - 960(m + 3)\zeta - 480(m + 4), \]

(5.39)

\[ t_{12} = \frac{m^5\zeta - m^4\zeta - 28m^3\zeta - 68m^2\zeta + 96m\zeta - 2016\zeta - 288m - 2880}{144m(m^2 - 4)\zeta} + \frac{(1 + \frac{\zeta}{m})^{-m/2}}{144m(m^2 - 4)\zeta} \left( 2m(m^2 - 4)(m + 12)\zeta^3 + 4m(m + 2)(m^2 + 10m + 48)\zeta^2 \right) + 2(m + 2)(m^2 + 10m^2 + 84m + 504)\zeta + 288(m + 10), \]

(5.40)

\[ t_{13} = \frac{(-m^5 + m^4 - 236m^3 - 4m^2 + 3120m - 10080)\zeta + 720m^2 + 1440m - 14400}{360m(m - 2)(m + 2)\zeta} + \frac{(1 + \frac{\zeta}{m})^{-m/2}}{180m(m - 2)(m + 2)\zeta} \left( -m(m - 2)(m + 2)(m - 90)\zeta^3 - 2m(m + 2)(m^2 + 28m - 240)\zeta^2 - (m + 2)(m^3 + 58m^2 + 240m - 2520)\zeta - 360(m^2 + 2m - 20) \right), \]

(5.41)

\[ t_{14} = \frac{(m^5 - 31m^4 - 34m^3 - 956m^2 + 3360m + 6480)\zeta + 4320(m + 1)}{360m(m^2 - 4)\zeta} + \frac{(1 + \frac{\zeta}{m})^{-m/2}}{360m(m^2 - 4)\zeta} \left( 2m(m^2 - 4)(m - 15)\zeta^3 + 4m(m + 2)(m^2 - 17m - 240)\zeta^2 + 2(m + 2)(m^3 - 17m^2 - 510m - 1620)\zeta - 4320(m + 1) \right). \]

(5.42)

As a check on the results, in the minimal case where \( \zeta = 0 \) we have the results given in the first column of table 6. These are in exact agreement with what is found from using the standard formula [3]. The \( m = 4 \) results are given in the second column. Note that the coefficients which diverge in the \( \zeta \to \infty \) limit are all terms that multiply total derivatives.
After substituting for $\frac{1}{(1 + \zeta)^2}$, we have six invariants, \[ \text{tr} \, E_2 = e_1 \nabla^2 R + e_2 R_{\alpha\beta\gamma\delta}R^{\alpha\beta\gamma\delta} + e_3 R_{\alpha\beta}R^{\alpha\beta} + e_4 R^2 + e_5 R\Lambda + e_6 \Lambda^2. \] (5.43)

After substituting for $S^{\mu\nu\rho\sigma}$ in (5.28), the coefficients are as follows:

\[ e_1 = \frac{(-2m^4 + 11m^3 - 28m^2 - 116m + 480)\zeta^2 + 960\zeta + 480}{30(m - 4)(m + 2)\zeta^2} \]
\[ + \frac{1}{30(m - 4)(m + 2)\zeta^2} \left[ m(m + 2)(m + 6)\zeta^4 - m(m + 2)(3m + 8)\zeta^3 - 2(m + 2)(2m^2 + 7m + 120)\zeta^2 - 240(m + 4)\zeta - 480 \right] \] (5.44)

\[ e_2 = \frac{(m^2 - 31m + 510)}{360} + \frac{(m - 15)}{180}(1 + \zeta)^{2-m/2} \] (5.45)

\[ e_3 = \frac{1}{360(m - 2)^2(m + 2)\zeta} \left[ 1440(3m^2 - 6m - 8) \right. \}
\[ - (m - 2)(m^4 - 181m^3 + 3176m^2 - 2636m - 13680)\zeta \]
\[ + \frac{1}{180(m - 2)^2(m + 2)\zeta} \left[ -(m - 90)(m - 2)^2(m + 2)\zeta^3 - 2(m^2 - 4)(m^2 - 32m + 540)\zeta^2 - (m + 2)(m^3 + 26m^2 + 2284m - 6120)\zeta \]
\[ - 720(3m^2 - 6m - 8) \] (5.46)
Table 7. Limiting form of coefficients in the traced heat kernel coefficient $\text{Tr} E_2$ for Einstein gravity with minimal operators $\zeta = 0$ or spacetime dimension $m = 4$.

<table>
<thead>
<tr>
<th>Term</th>
<th>$\zeta = 0$</th>
<th>$m = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_1$</td>
<td>$\frac{1}{3m}(3 - 2m)m$</td>
<td>$- \frac{2c(5c^2 + 18c + 16) + 6(1 + c)(c^2 - 4c - 2c)\log(1 + c)}{9(1 + c)^4}$</td>
</tr>
<tr>
<td>$e_2$</td>
<td>$\frac{1}{5m}(m^2 - 29m + 480)$</td>
<td>$\frac{19}{18}$</td>
</tr>
<tr>
<td>$e_3$</td>
<td>$\frac{m^2 - 18m^2 + 138m - 720}{360(m - 2)}$</td>
<td>$- \frac{557 + 122c + 55}{18(1 + c)^4}$</td>
</tr>
<tr>
<td>$e_4$</td>
<td>$\frac{25m^3 - 145m^2 + 262m + 144}{144(m - 2)}$</td>
<td>$\frac{7121 + 118c + 59}{18(1 + c)^4}$</td>
</tr>
<tr>
<td>$e_5$</td>
<td>$\frac{1}{6}(7 - 5m)m$</td>
<td>$- \frac{2(122c + 19) + (3)\log(1 + c)}{18(1 + c)^4}$</td>
</tr>
<tr>
<td>$e_6$</td>
<td>$m(m + 1)$</td>
<td>$\frac{4(1c^2 + 6c + 5)}{(1 + c)^4}$</td>
</tr>
</tbody>
</table>

\[ e_4 = \frac{1}{144m(m - 2)^2(m + 2)} \left[ -576(3m^2 - 6m - 8) \right. \\
\times (25m^6 - 195m^5 + 622m^4 + 396m^3 - 5192m^2 + 3480m + 4608)\zeta \\
+ \frac{(1 + \zeta)^{-m/2}}{72m(m - 2)^2(m + 2)\zeta} \left[ -(m - 2)^2(m + 2)(m + 12)\zeta^3 \\
- 2m(m^2 - 4)(5m^2 + 2m - 120)\zeta^2 \\
+ (2 + m)(25m^4 - 280m^3 + 1156m^2 - 1104m - 1152)\zeta \\
+ 288(3m^2 - 6m - 8) \right] \right] \] (5.47)

\[ e_5 = \frac{1}{6}(-5m^2 + 17m - 36) + \frac{1}{3}(m + 6)\zeta + 18 - 5m(1 + \zeta)^{-m/2} \] (5.48)

\[ e_6 = m(m - 1) + 2m(1 + \zeta)^{-m/2}. \] (5.49)

The limiting form of the coefficients for minimal operators (with $\zeta = 0$) or spacetime dimension four ($m = 4$) are given in table 7. The results for a minimal operator with $m = 4$ were first worked out by Christensen and Duff [43] for gravity with a cosmological constant. The table agrees with their results in the case they considered which had $R_{\mu\nu} = \Lambda g_{\mu\nu}$.

Unlike in the pure Yang–Mills case, the coefficients for $m = 4$ depend on the parameter $\zeta$ and in general they have a different value from case of a minimal operator. In order to define $\beta$-functions (in the generalized sense since the terms are non-renormalizable) we have to add in the ghost field contributions and take the Vilkovisky–DeWitt limit $\zeta \to \infty$. The minimal operator, without Vilkovisky–DeWitt corrections, does not give the correct $\beta$-functions.

6. Discussion

We have shown that, for the special class of operators which are important in quantum field theory, the heat kernel coefficients belong to the finite algebra of invariants at the given order, just as they do for the minimal operator. The coefficients of the individual terms depend on the spacetime dimension and on the parameter $\zeta$ which controls the non-minimal term. Many of these coefficients are tabulated in the text, but we realize that they are unwieldy and so computer files containing the coefficients can be obtained by contacting the authors.

The reliability of the calculations is a crucial issue. In order to reduce errors we have used two different methods to evaluate the heat kernel coefficient $E_1$, both based on momentum space expansions. The first method gave a general formula for the trace $\text{Tr} E_1$, and the second method used a Cadabra program to obtain results for vector, Yang–Mills and tensor fields. The agreement between the two methods gives us some confidence that the Cadabra program
should also give reliable results for $\text{Tr} E_2$. We have checked our results against all the previously known results for the heat kernel coefficients of non-minimal operators.

An important application of non-minimal operators is in the evaluation of the Vilkovisky–DeWitt effective action. The heat kernel coefficients tell us how terms in the action vary with changes in the cut-off scale, and can be used to define $\beta$-functions. The complexity of the non-minimal heat kernel coefficients, combined with the fact that the Vilkovisky corrections vanish for Yang–Mills theory, has lead to the widespread use of minimal operators throughout quantum field theory. However, for tensor fields like gravity, the dependence of the heat kernel on the parameter $\zeta$ indicates that we have to either add in Vilkovisky corrections to the $\beta$-functions or use non-minimal operators in the $\zeta \to \infty$ limit.

The results which we have presented can be extended to combinations of vector and tensor fields when the operator mixes the two types of field. The general result for $\text{Tr} E_1$ can still be used for such operators, but the calculations for $\text{Tr} E_2$ have to be redone to include the cross-terms in the operator.

We have only considered manifolds without boundary, but heat kernel methods are also important for manifolds with boundary. Some preliminary results for non-minimal operators on manifolds with boundary can be found in [23], where it was proposed that non-minimal operators may solve the problem of providing a well-posed boundary value problem for quantum gravity. The methods we have used can be extended to the boundary case and we hope to report on new heat kernel coefficients in the near future.
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Appendix A. Tensor identities

There are relations between products of the tensor $P^{\mu\nu}$ due to the condition $\hat{P}^2 = \hat{P}$, and the symmetry under frame rotations. These relations allow a reduction in the number of terms needed to write down explicit forms for the coefficients. For example, let $A$ denote the pair of tangent indices $(\mu, \nu)$ and let $\text{Tr}$ denote the trace over internal indices. The trace $\text{Tr} P_A P_B$ depends only on the metric tensor because of the rotational invariance. There are three possible metric tensor combinations, but the symmetry under the interchange of $A$ and $B$ reduces this to two, and it can therefore be written as

$$\text{Tr} P_A P_B = \beta_1 \delta_A \delta_B + \beta_2 t_{AB},$$

where $t_{AB}$ is a totally symmetric tensor in the tangent indices. We can take the symmetric tensors to have unit trace,

$$t_{\mu_1 \mu_2 \cdots \mu_n} = c_n \delta_{\mu_1 \mu_2} \cdots \delta_{\mu_{n-1} \mu_n},$$

where

$$c_n = \frac{m! (m/2 - 1)!}{2^n (m/2 + n/2 - 1)! (n/2)!}.$$  \hfill (A.3)

For example, $c_2 = 1/m$ and $c_4 = 3/m(m+2)$. Contracting equation (A.1) with combinations of $\delta^A$ and $\hat{P}^2$ and using $\hat{P}^2 = \hat{P}$ gives two relations involving the spacetime trace $P = P^\mu{}_{\mu}$,

$$m^2 \beta_1 + \beta_2 = \text{Tr} P^2,$$

$$\beta_1 + c_4 \beta_2 = c_2 \text{Tr} P.$$  \hfill (A.5)
Therefore it follows that $\beta_1$ and $\beta_2$ depend only on $\text{Tr} P$ and $\text{Tr} P^2$. A similar argument can be applied to products of three $P_A$ terms, so that

**Lemma A.1.** If $P_A$ is symmetric tensor under tetrad rotations and $\hat{P}$ is a projection, then

\[
\text{Tr} P_A P_B = \beta_1 \delta_A \delta_B + \beta_2 I_{AB} \tag{A.6}
\]

\[
\text{Tr} P_A P_B P_C = \alpha_1 \delta_A \delta_B \delta_C + \alpha_2 \delta_A (I_{BC}) + \alpha_3 I_{ABC} \tag{A.7}
\]

where $\beta_i$ and $\alpha_i$ only depend on $P = P^{\mu}_{\mu}$.

For products involving $P_A$ and the gauge curvature we make use of the condition $\nabla_{\mu} P_A = 0$, which implies

\[
[\nabla_{\mu}, \nabla_{\nu}] P^{\mu \nu} = [F_{\rho \sigma}, P^{\mu \nu}] + 2 R^{\mu \rho}_{\alpha \rho \sigma} P^{\nu \sigma} = 0. \tag{A.8}
\]

Terms with the gauge curvature and two $P_A$ factors contributing to $E_1$ can be replaced by Levi-Civita curvature terms, since

\[
\text{Tr} P^{\mu \rho} P^\rho_{\sigma} F_{\rho \sigma} = \frac{1}{2} \text{Tr} [P^{\mu \rho}, P^\rho_{\sigma}] F_{\rho \sigma} = \frac{1}{2} \text{Tr} [F_{\rho \sigma}, P^{\mu \beta}] P^\beta_{\sigma}
\]

and equation (A.8) applies. Together with lemmas 3.1 and Appendix A.1, this allows the $E_1$ coefficient to be expressed in the form (3.18).

**Appendix B. Normal coordinate expansions**

The $E_2$ coefficient requires the normal coordinate expansions of the vector operator up to fourth order. These expansions can be found following the procedure described in section 3 and are given below:

\[
(A^{\mu \nu})^{\lambda}_{\tau} = -\delta^{\lambda}_{\tau} \delta^{\mu \nu} - \frac{1}{2} \xi \left( \delta^{\lambda \mu \nu} \delta^{\tau} + \delta^{\lambda \nu \mu} \delta^{\tau} \right), \tag{B.1}
\]

\[
(A^{\mu \nu \rho})^{\lambda}_{\tau} = -\frac{1}{6} \delta^{\lambda \mu \nu \rho} - \frac{1}{2} \xi \left( \delta^{\lambda \mu \nu} \delta^{\rho} + \delta^{\lambda \nu \mu} \delta^{\rho} \right), \tag{B.2}
\]

\[
(A^{\mu \nu \rho \lambda})^{\beta}_{\tau} = -\frac{1}{10} \delta^{\beta \lambda \mu \nu \rho} - \frac{1}{4} \xi \left( \delta^{\beta \lambda \mu \nu} \delta^{\rho} + \delta^{\beta \lambda \nu \mu} \delta^{\rho} \right)
\]

\[
- \frac{1}{4} \delta^{\beta \lambda \mu} \delta^{\nu \rho} + \frac{1}{4} \delta^{\beta \lambda \nu} \delta^{\mu \rho} + \frac{1}{4} \delta^{\beta \lambda \rho} \delta^{\mu \nu} + \frac{1}{4} \delta^{\beta \lambda \rho} \delta^{\nu \mu}
\]

\[
+ \frac{1}{3} \delta^{\beta \lambda \mu \nu} \delta^{\rho} + \frac{1}{3} \delta^{\beta \lambda \nu \mu} \delta^{\rho} + \frac{1}{3} \delta^{\beta \lambda \rho \mu} \delta^{\nu} + \frac{1}{3} \delta^{\beta \lambda \rho \nu} \delta^{\mu}, \tag{B.3}
\]

\[
(B^{\mu})^{\lambda}_{\tau} = \frac{2}{3} \delta^{\lambda \mu} - \frac{1}{2} R_{\alpha \tau} \delta^{\lambda \mu} - \frac{1}{2} R^{\lambda \mu}_{\alpha \tau} + \frac{1}{2} \xi \delta^{\lambda \mu \nu} \delta_{\tau \nu}, \tag{B.4}
\]

\[
(B^{\mu \nu})^{\lambda}_{\tau} = \delta^{\lambda \mu \nu} \left( \frac{1}{2} R^{\mu \nu \alpha \beta} + \frac{1}{2} R^{\mu \nu \sigma \rho} \delta_{\alpha \beta} + \frac{1}{12} R_{\alpha \beta}^{\mu \nu} \right) - \frac{1}{3} R_{\rho \tau} \delta^{\lambda \mu \nu \beta \rho}
\]

\[
- \frac{1}{3} R_{\rho \tau} \delta^{\lambda \mu \nu \beta \rho} + \frac{2}{3} R_{\rho \tau} \delta^{\lambda \mu \nu \beta \rho} + \frac{1}{2} R^{\lambda \mu \nu} \delta_{\rho \tau} + \frac{1}{2} R^{\lambda \mu \nu} \delta_{\rho \tau} = \frac{1}{3} R_{\rho \tau} \delta^{\lambda \mu \nu} \delta_{\rho \tau}
\]

\[
+ \frac{1}{12} \xi \delta^{\lambda \mu \nu \rho \sigma} \delta_{\tau \rho \sigma}, \tag{B.5}
\]

\[
(B^{\mu \nu \rho})^{\lambda}_{\tau} = \delta^{\lambda \mu \nu \rho} \left( \frac{1}{3} R^{\mu \nu \rho \alpha \beta} + \frac{1}{3} R^{\mu \nu \rho \sigma \gamma} + \frac{1}{12} R_{\alpha \beta}^{\mu \nu \rho} \right) - \frac{1}{3} R_{\rho \tau} \delta^{\lambda \mu \nu \beta \rho} \delta_{\tau \beta}
\]

\[
+ \frac{1}{12} \xi \delta^{\lambda \mu \nu \rho \sigma} \delta_{\tau \rho \sigma} - \frac{5}{24} R_{\rho \sigma}^{\mu \nu \rho} \delta_{\tau \sigma} - \frac{1}{2} R^{\lambda \mu \nu \rho \sigma} \delta_{\tau \rho \sigma} \tag{B.6}
\]
\[ (C_\alpha)^\tau = Q^\tau + \frac{1}{6} R^\tau + \frac{1}{2} \xi R^\tau. \]  

\[ (C_a)^\tau = Q^\tau_a + \frac{1}{4} R^\tau_a + \frac{1}{2} R^\beta_a \xi R^a - \frac{1}{2} R^a_{\alpha;\tau} - \frac{1}{2} R^a_{\tau a;\beta} - \frac{1}{2} R^a_{\alpha;\tau} - \frac{1}{2} R^a_{\tau a;\beta} + \frac{1}{2} \xi (R^\alpha_a + R^\alpha_a + R^\alpha_a). \]  

\[ (C_{\alpha\beta})^\tau = \frac{1}{2} Q^\tau_{a;\beta} + \frac{1}{6} R^\tau_{a;\beta} Q^\sigma - \frac{1}{6} R^\tau_{a;\beta} Q^\sigma + \frac{1}{6} R^\tau_{a;\beta} - \frac{1}{6} R^\tau_{a;\beta} + \frac{1}{6} R^\tau_{a;\beta} - \frac{1}{6} R^\tau_{a;\beta} + \frac{1}{6} R^\tau_{a;\beta} - \frac{1}{6} R^\tau_{a;\beta} + \frac{1}{6} R^\tau_{a;\beta} + \frac{1}{6} R^\tau_{a;\beta}. \]  

Strictly speaking the results in (B.2), (B.6) and (B.10) should be symmetrized in \( \alpha \) and \( \beta \), the results in (B.3) and (B.7) should be symmetrized in \( \alpha, \beta, \gamma, \delta \); however as these expressions are contracted with symmetric terms in our general results we can ignore this symmetrization for brevity.

**Appendix C. Untraced \( E_1 \) coefficients**

Here we give the expression for the untraced \( E_1 \) coefficient for the Yang–Mills non-minimal operator. We do not give the analogous result for gravity as the expression is somewhat more lengthy:

\[ (E_1)^{\mu\nu} = \alpha Q^{\mu\nu} + \beta Q^{\mu\nu} + \beta Q^{\mu\nu} + \gamma \delta^{\mu\nu} R^{\mu\nu} + \delta \delta^{\mu\nu} R^{\mu\nu} + \varepsilon g f^{\nu} F^{\mu \nu}. \]  

The coefficients in this expression are given by

\[ \alpha = \frac{(3m + 6) \xi + 4m + 4}{m(m - 4)} (1 + \xi)^{-m/2} - \frac{(6m - 2m^2 + m^3) \xi + 4m + 4}{m(m - 4) \xi}, \]  

\[ \beta = \frac{3m + 6}{m(m - 4)} (1 + \xi)^{-m/2} - \frac{(6m - 2m^2 + m^3) \xi + 4m + 4}{m(m - 4) \xi}, \]  

\[ \gamma = \frac{3m + 6}{m(m - 4)} (1 + \xi)^{-m/2} - \frac{(6m - 2m^2 + m^3) \xi + 4m + 4}{m(m - 4) \xi}, \]  

\[ \delta = \frac{3m + 6}{m(m - 4)} (1 + \xi)^{-m/2} - \frac{(6m - 2m^2 + m^3) \xi + 4m + 4}{m(m - 4) \xi}, \]  

\[ \varepsilon = \frac{3m + 6}{m(m - 4)} (1 + \xi)^{-m/2} - \frac{(6m - 2m^2 + m^3) \xi + 4m + 4}{m(m - 4) \xi}. \]  
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Table C1. Limiting form of coefficients in the untraced heat kernel coefficient $(E_1)^{\mu\nu}$ for Yang–Mills theory with minimal operators $\zeta = 0$ or spacetime dimension $m = 4$.

<table>
<thead>
<tr>
<th>Term</th>
<th>$\zeta = 0$</th>
<th>$m = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>$-1$</td>
<td>$\frac{\zeta^2 + 4\zeta + 4}{m(m^2 - 4)\zeta}$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$0$</td>
<td>$\frac{2(1 + \zeta)^2}{m(m^2 - 4)\zeta}$</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$0$</td>
<td>$\frac{2(1 + \zeta)^2}{m(m^2 - 4)\zeta}$</td>
</tr>
<tr>
<td>$\delta$</td>
<td>$\frac{1}{6}$</td>
<td>$\frac{3\zeta^2 + 4\zeta + 4}{2m(m^2 - 4)\zeta}$</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>$0$</td>
<td>$-\frac{1}{m^2 + \zeta}$</td>
</tr>
</tbody>
</table>

$\beta = -\frac{(m\zeta + 2\zeta + 4)}{m(m^2 - 4)\zeta} (1 + \zeta)^{-m/2} - \frac{(m\zeta - 2\zeta - 4)}{m(m^2 - 4)\zeta}$. (C.3)

$\gamma = -\frac{m(m + 2)\zeta^2 + (m + 2)(m + 6)\zeta + 12m}{3m(m^2 - 4)\zeta} (1 + \zeta)^{-m/2}$

$\delta = \frac{m(m + 2)\zeta^2 + (m + 2)(m + 6)\zeta + 24}{6m(m^2 - 4)\zeta} (1 + \zeta)^{-m/2}$

$\epsilon = -\frac{3m - 8}{m(m - 2)\zeta} - \frac{m\zeta + 8}{m(m - 2)\zeta} (1 + \zeta)^{1-m/2}$. (C.6)

These results agree with those found by Gusynin and Kornyak [32] except that their expression for $W_{ij}$ should only include the Yang–Mills gauge connection if we are to have agreement. We give the minimal operator and $m = 4$ limits in table C1. The minimal operator has the standard form of $\frac{1}{16}RI - Q$.
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