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Abstract

In dynamic simulators, mathematical models are applied in order to study the time-dependent behaviour of a system, meaning the system process units and the corresponding control units. Absorption and stripping are the unit operations which are widely used in the natural gas processing industries. Many attempts have been made to define an average absorption factor method to short-cut the time consuming rigorous calculation procedures. One of the options for this complex engineering modelling problem is artificial intelligent (AI) approach. Artificial neural networks (ANN) have been shown to be able to approximate any continuous non-linear functions and have been used to build data base empirical models for non-linear processes. In this study, feedforward neural networks (FANN) models were used to model the absorption efficiency. The mean square error (MSE), residue analysis and coefficient determination based on the observed and prediction output is chosen as the performance criteria of model. It was found that the developed feedforward neural networks (FANN) models provided satisfactory model with the MSE and coefficient determination of 0.0003 and 0.9998 for new unseen data from literature respectively.
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1. Introduction

Absorption is one of the unit operations which is widely used in the natural gas processing industries [1]. In an absorption column, rich gas enters the bottom of the absorber and flows
upward contacting the counter-current lean oil stream. The lean oil preferentially absorbs the heavier components from the gas and is then termed as "rich oil" [2].

The rich oil is sent to a stripper (or still) where the absorbed components are removed by heating and/or stripping with steam. The lean oil is recycled to the absorber to complete the process loop [2]. For a given gas, the fraction of each component in the gas that is absorbed by the oil is a function of the equilibrium phase relationship of the components and lean oil, the relative flow rates, and the contact stages [2, 3].

With currently available computing power, the process unit models in a dynamic simulator still need to be simplified in comparison to steady-state models for the purpose of real-time process optimisation and control [4]. The challenge is to model the complex phenomena associated with the absorber unit without losing important information.

Another challenge is the validation of a dynamic model, because relevant dynamic data from existing plants are not available. However, steady-state performance can be validated since there are more adequate data and advanced models available [4].

Dynamic modelling and simulation has been a very time-consuming and labour intensive activity, one requiring highly skilled systems engineers and computer applications specialists [5]. Therefore one of the solution in dynamics modelling and simulation for the above problem is by utilising the capability of artificial intelligence (AI).

One of the most popular AI methods is Artificial Neural Networks (ANN) specifically using feedforward artificial neural network (FANN). These kind of models are inspired from the neurological system of humans and used to mimic the human neurological system. After all, it shows a remarkable success in the modeling and prediction of highly nonlinear systems [6].

Artificial neural networks have been shown to be able to approximate any continuous nonlinear functions and have been used to build database empirical models for non-linear processes [7]. Hence what is a neural network? According to [8].

A neural network is a massive parallel-distributed processor that has a natural capability for storing experiential knowledge and making it available for use. It resembles the brain in two respects knowledge is acquired by the networks through a learning process. Interneuron connection strengths known as synaptic weights are used to store the knowledge’

Furthermore, the main advantage of neural network based process models is that they are easy to build. This feature is particularly useful when modelling complicated processes where detailed mechanistic models are difficult to develop. The greatest strength of neural network is that it has the ability to learn the system from the historical data.

The growing interest in applying FANN are due to the computing system that growth rapidly which enable the behaviour of the complex system to be modelled and predicted accurately. Furthermore the characteristic of neural network models being able to learn from examples themselves rather than having to programme the complex system also contributed the application of the models. The architecture of FANN vary from multilayer perceptron as shown in Figure 1, to radial basis function (RBF) and also recurrent neural networks models [9]. Most of the applications of FANN are concentrated on the modelling and control of chemical processes using multilayer perceptron networks.
The common systems used in the chemical processes are distillation columns, absorption and reactor systems (continuous stirred tank reactor (CSTR), bioreactor, and neutralising reactor). These processes are usually very nonlinear and nonlinear models have to be developed. Currently, applications of FANN in process modeling and control are quite significant in industry especially in model based predictive control (MBPC) [10,11] and this is due to the ability of neural networks in modeling nonlinear processes [12].

FANN has also been used to model complex systems in bioprocess, for example FANN are used as a biosensor to predict the glucose and ethanol in certain range of substrate and the accuracy of the estimation was quite good [13].

Further, [14] apply FANN with the extended Kalman filter in the training to predict the production of the penicillin in a batch process. It is shown that FANN predictions are quite good even in the real data. Therefore the FANN modelling approach is implemented in this paper with the aim of enhancing the model accuracy of the absorption efficiency model prediction.

This paper is organised as follows. Section 2 presents the case study or the process covering the absorber and stripper calculation. The concept of feedforward neural network (FANN) modelling is presented in Section 3. The result and discussion of the proposed modelling are presented in Section 4. Finally, the last section concludes this paper.

2. Trays or packed Column Absorber

2.1 Absorber Calculations

Absorber and stripper calculations, like fractionation column calculations, can be accomplished with tray-by-tray material and energy balance models [2]. However, hand calculations can be performed to estimate the absorption of components in a lean oil absorber. The stripping operation is essentially the reverse of absorption and can be handled in a similar fashion. Many attempts have been made to define an "average" absorption factor method to short-cut the time consuming rigorous calculation procedures [2]. The sole restriction of such a method is how well the average factor, as it is defined, will represent the absorption that actually occurs. One of the simplest definitions of an average absorption factor $A_F$ is by [16, 17], where the average absorption factor is defined as:

$$A_F = \frac{L_O}{K_{avg} V_{n+1}}$$  \hspace{1cm} (1)$$

Or

$$L_O = A_F \times K_{avg} \times V_{n+1}$$  \hspace{1cm} (2)$$

Using an average absorption factor, the extraction of any component from a rich gas can be described by:
\[
\frac{Y_{n+1} - Y_1}{Y_{n+1} - Y_0} = \frac{A_F^{n+1} - A_F}{A_F^{n+1} - 1} = E_a \tag{3}
\]

Where

Proposed predictive tool can also be used to determine the number of trays required for a given lean oil rate or to calculate recoveries with a given oil rate and number of trays. Most problems in absorber operation are centred on oil quality and rates. Proper stripping of the oil is necessary to minimize lean oil losses to the gas and to maximize absorption capacity.

2.2 Stripper Calculations

In a calculation sense, a stripper is simply an upside-down absorber wherein solute is stripped from liquid into the gas. For hand calculations, a stripping factor is defined [2]:

\[
S_T = \frac{KV}{L} \tag{4}
\]

Then:

\[
\frac{X_{n+1} - X_1}{X_{n+1} - X_0} = \frac{S_T^{n+1} - S_T}{S_T^{n+1} - 1} = E_s \tag{5}
\]

The proposed predictive tool can be used to perform stripper calculations in a similar manner to absorber calculations. The present steady state absorber/stripper model can be applied to study operability in absorber plants during the course of steady operation. However, in a dynamic model, mathematical models are applied in order to study the time-dependent behavior of a system, meaning the system process units and the corresponding control units.

3. Feed Forward Neural Network (FANN) Model Development

In this case study, 1620 sampling instances were generated from the absorption process with the model inputs being the number of stripping stages (or number of absorption stages) and the absorption (or stripping) factor. The model output is the absorption (or stripping) efficiency. Modelling data are from the case study given in the previous section and additional testing of the model is carried out on the new unseen data from [17].

All the data was normalized to zero mean with unit standard deviation to cope with the different magnitudes in the input and output data. Then, the input data were divided randomly using Matlab™ command divideint into three sets of data which are 70% (1134 samples) for training, 15% (243 sample) for testing, and 15% (243 sample) for unseen validation as show in Figures 2,3 and 4 respectively.

Then the individual networks were trained by the Levenberg-Marquardt optimisation algorithm with regularisation and “early stopping”. All weights and biases were randomly initialised in the range from –0.1 to 0.1. The individual networks are single hidden layer feed
forward neural networks (FANN). Hidden layer neurons use the logarithmic sigmoid activation function whereas output layer neurons use the linear activation function.

The number of hidden neurons was determined using cross validation. The numbers of hidden nodes is increased from 1 to 20 and the MSE and $R^2$ value for the training and testing data are calculated for each nodes respectively.

Then, the MSE and $R^2$ is plotted against the number of nodes. Different number of hidden neurons will gives the different MSE and $R^2$ value in training and testing data. The network with the lowest mean squared errors (MSE) on the training and testing data was considered as having the best network topology for this prediction. In addition, in assessing the developed models, MSE on the unseen validation data is used as the performance criterion as well as the new unseen data from the literature.

For this case study, the FANN is developed based on the discrete time of the process as the prediction output at time ($t$), $y(t)$, is predicted based on the process input at time $t$, $u(t)$, as follows:

$$\hat{y}(t) = f[u_1(t), u_2(t), \ldots, u_m(t)] \quad (6)$$

where $u(t)$ is the process input at time ($t$), where for this case study is striping stages and stripping factors, $\hat{y}(t)$ is the predicted process output at time $t$, which is the stripping efficiency while $m$ is the number of the model inputs respectively where for this case study number of inputs is 2.

4. Results and discussions

It was found that using 8 hidden neurons gives the least MSE on the training and testing data as shown in Table 1. Based on this, the final selected neural network has 8 hidden neurons. Thus, the performance of the final selected model based on the unseen data will be evaluated based on this final structures as well.

The data for model building, 1134 samples, were randomly partitioned into training data (70%), testing data (15%), and unseen validation data (15%). By using the Levenberg-Marquardt optimization method, the training stopped after 100 iterations with the mean square error (MSE) value of 0.0009 and the coefficient determination, $R^2$ equal to 0.9992. The trained network was simulated by feeding it with all of the 70% percent training data. Then, the model was tested using 30% data points which contains 243 data points. The testing prediction data was observed with the MSE value of 0.0006 and $R^2$ equal to 0.9994 respectively.

Figure 5 presents a plot of the true and predicted stripping efficiency values on the training and testing data. It can be seen from Figure 5 that all the predicted values are close to the
corresponding actual values, which means that the network has learned the input–output mappings with a good degree of accuracy. The model has been validated using 15% from the total data as an unseen data which is not included in the model development process as shown in Figure 6. In addition to that, another literature data was also used as a new unseen data to further evaluate the generalisation capability of the developed model. Those 2 validation data sets will be used to determine whether the generalization capability of the model developed using training and testing data is acceptable for this case study.

Figure 6 shows the model predictions and actual outputs in the validation data for FANN. It can clearly be seen that the FANN model performs quite well. The model predictions are almost the same as the experiment data. This clearly shows that the FANN is able to capture the underlying relationship between the process input and output variables. The residue analysis also shows that the offset in each data point is very small and is close to zero.

In order to test further the performance of the model, statistical analysis was carried out in terms of the mean squared errors (MSE), coefficient of determination ($R^2$ analysis), and residue and $p$-value analysis. The overall statistical analysis results of MSE and coefficient of determination are shown in Table 2. It clearly shows that the MSE is relatively small and the coefficient determination ($R^2$) is close to 1 for the new unseen data. The $p$-values is very small, smaller than 0.05, indicating that the model and actual data are in 95% confident limit and this were supported by the residue analysis in Figure 6. It is shown that the FANN model is able to generalize on new unseen data and predict significantly well even though using real process data from literature.

5. Conclusions

A feedforward neural network (FANN) was developed to model the performance of an absorption process using experimental data, which was subjected to a series of different process operating conditions. The inputs to the network are the absorption or stripping stages and absorption or stripping factors, and the output is the absorption or stripping stage efficiency. The Levenberg–Marquardt optimization technique was used together with the ‘early stopping’ and regularisation methods to improve the robustness of the network. Application to the additional unseen data from the literature shows that feedforward neural networks (FANN) is able to capture and generalize the real process. The SSE is very small and the coefficient of determination is closed to 1. These results are consistent with the $p$-values and residue analysis. The presented study indicates that feedforward neural networks (FANN) can effectively model this process.
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Nomenclature:
Absorption factor
Absorption efficiency
Stripping efficiency
K-value
Liquid reflux rate, moles/unit time
Liquid rate, moles/unit time
Rich oil entering the stripper, moles/unit time
Number of stripping stages
Number of absorber stages
Minimum number of theoretical stages
Reflux ratio, moles of reflux divided by moles of net overhead product
Number of stages
Stripping factor
Liquid rate, moles/unit time
Moles of a component in the rich oil entering a stripper per mole of rich oil entering the stripper
Moles of a component in the lean oil per mole of rich oil
Moles of a component in the liquid in equilibrium with the stripping medium per mole of entering rich oil
Moles of any component in the lean gas leaving the absorber per mole of rich gas
Moles of any component in the entering rich gas per mole of rich gas
Moles of any component in the gas in equilibrium with the entering lean oil, per mole of rich gas
Average
Any component
Liquid
Number of stripping stages
Number of absorber stages
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Figure 1: Multilayer artificial neural network with a single hidden layer [15]
Figure 2: Scaled input and output training data
Figure 3: Scaled input and output for testing data
Figure 4: Scaled input and output for validation data
Figure 5: Actual and predicted for training and testing data
Figure 6: Actual and predicted for validation data
Table 1: MSE for neural networks with different numbers of hidden neurons

<table>
<thead>
<tr>
<th>Hidden nodes</th>
<th>MSE (Training)</th>
<th>MSE (Testing)</th>
<th>MSE (Train+Test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0007</td>
<td>0.0002</td>
<td>0.0009</td>
</tr>
<tr>
<td>2</td>
<td>0.0014</td>
<td>0.0012</td>
<td>0.0026</td>
</tr>
<tr>
<td>3</td>
<td>0.0009</td>
<td>0.0007</td>
<td>0.0016</td>
</tr>
<tr>
<td>4</td>
<td>0.0006</td>
<td>0.0003</td>
<td>0.0009</td>
</tr>
<tr>
<td>5</td>
<td>0.0015</td>
<td>0.0013</td>
<td>0.0028</td>
</tr>
<tr>
<td>6</td>
<td>0.0023</td>
<td>0.0022</td>
<td>0.0046</td>
</tr>
<tr>
<td>7</td>
<td>0.0007</td>
<td>0.0004</td>
<td>0.0011</td>
</tr>
<tr>
<td>8</td>
<td><strong>0.0005</strong></td>
<td><strong>0.0003</strong></td>
<td><strong>0.0008</strong></td>
</tr>
<tr>
<td>9</td>
<td>0.0006</td>
<td>0.0003</td>
<td>0.0010</td>
</tr>
<tr>
<td>10</td>
<td>0.0005</td>
<td>0.0002</td>
<td>0.0008</td>
</tr>
<tr>
<td>11</td>
<td>0.0006</td>
<td>0.0004</td>
<td>0.0010</td>
</tr>
<tr>
<td>12</td>
<td>0.0091</td>
<td>0.0062</td>
<td>0.0152</td>
</tr>
<tr>
<td>13</td>
<td>0.0009</td>
<td>0.0007</td>
<td>0.0016</td>
</tr>
<tr>
<td>14</td>
<td>0.0011</td>
<td>0.0009</td>
<td>0.0020</td>
</tr>
<tr>
<td>15</td>
<td>0.0100</td>
<td>0.0059</td>
<td>0.0159</td>
</tr>
<tr>
<td>16</td>
<td>0.0092</td>
<td>0.0064</td>
<td>0.0156</td>
</tr>
<tr>
<td>17</td>
<td>0.0178</td>
<td>0.0145</td>
<td>0.0323</td>
</tr>
<tr>
<td>18</td>
<td>0.0179</td>
<td>0.0147</td>
<td>0.0325</td>
</tr>
<tr>
<td>19</td>
<td>0.5023</td>
<td>0.4315</td>
<td>0.9338</td>
</tr>
<tr>
<td>20</td>
<td>0.5080</td>
<td>0.4352</td>
<td>0.9433</td>
</tr>
</tbody>
</table>
Table 2: FANN model performance on the new unseen data and Statistical analysis for new unseen data [2, 16, and 17]

<table>
<thead>
<tr>
<th>Number of absorption/stripping stages</th>
<th>Absorption or stripping factor</th>
<th>Reported absorption or stripping efficiency (fraction) [2,16,17]</th>
<th>FANN predicted values</th>
<th>Absolute deviation percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>10</td>
<td>0.631503793</td>
<td>0.628851496</td>
<td>0.420</td>
</tr>
<tr>
<td>0.6</td>
<td>20</td>
<td>0.845671811</td>
<td>0.844852747</td>
<td>0.097</td>
</tr>
<tr>
<td>0.8</td>
<td>1.2</td>
<td>0.487758561</td>
<td>0.480022454</td>
<td>1.586</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
<td>0.868347362</td>
<td>0.862613684</td>
<td>0.660</td>
</tr>
<tr>
<td>1.2</td>
<td>10</td>
<td>0.946202581</td>
<td>0.946956599</td>
<td>0.080</td>
</tr>
<tr>
<td>1.4</td>
<td>16.8</td>
<td>0.983512804</td>
<td>0.984065285</td>
<td>0.056</td>
</tr>
<tr>
<td>1.6</td>
<td>19.6</td>
<td>0.994966419</td>
<td>0.993026541</td>
<td>0.195</td>
</tr>
<tr>
<td>2</td>
<td>14</td>
<td>0.993515174</td>
<td>0.99612215</td>
<td>0.262</td>
</tr>
<tr>
<td>2.5</td>
<td>1.2</td>
<td>0.77627358</td>
<td>0.769239411</td>
<td>0.906</td>
</tr>
<tr>
<td>5</td>
<td>0.8</td>
<td>0.732181329</td>
<td>0.730986621</td>
<td>0.163</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>0.909949504</td>
<td>0.898050404</td>
<td>1.308</td>
</tr>
</tbody>
</table>

Average Absolute Deviation percentage (AADP) 0.521

<table>
<thead>
<tr>
<th>Details</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2$</td>
<td>0.9999</td>
</tr>
<tr>
<td>MSE</td>
<td>0.0003</td>
</tr>
<tr>
<td>$p$-value</td>
<td>$7.5257 \times 10^{-16}$</td>
</tr>
</tbody>
</table>