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Abstract

The growing demands of business and the competition in the provision of services has led to many enterprises outsourcing IT provision using cloud computing to handle business processes and data management. Ideally, the benefits that are offered by cloud computing technology can accommodate the rapidly increased demands of the organizations and individual customers. However, the usage of cloud computing has potential security concerns. The proposed research will put forward an approach for investigating the cost of security in cloud computing. The proposed method is based on a multi-level security model, which uses the distribution of partitioned workflows upon hybrid clouds. Furthermore, the PEPA Eclipse plug-in tool will be used to create a cost model that uses the valid deployment choices that generated by the multi-level security model. The outcomes that can be obtained by means of implementing this research will used to describe the evaluation of the performance. Thus, predictions of the performance can be derived as well as the potential cost of deployment under different options and scenarios.
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1 Introduction

Over the last few years cloud computing has become a valuable option for a considerable number of organizations. The reasons behind this move are the growing capability of outsourced solutions and the high cost of buying and maintaining infrastructure. This allows organizations to exploit the advantages offered by cloud computing such as: high performance, availability, scalability and the low cost (i.e. pay on demand).

According to NIST \(^2\) [16], the definition of cloud computing is a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g. networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction. These features are attracting organizations
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to migrate toward cloud computing to cope with their rapidly increased processes and related data. Services offered by an organization are often business processes presented as workflows. The deployment of workflows on internal resources (i.e. private cloud) can affect the performance of services where the resources are limited [14]. On the other hand, cloud computing (i.e. public cloud) can overcome the limited resources problem that is facing enterprises and can offer high performance with cost-saving.

Although the challenges facing large scale computing have been understood for some years [12], cloud computing has highlighted several security concerns, for instance where the organizations data will be stored and how ensure the confidentiality and privacy of information. Correspondingly, the security aspects are one of the main concerns for many organizations [5,4]. Moreover, according to surveys that conducted by IDC [7] in 2008 and 2009, security is still the top challenge for cloud services. Thereby, some companies tend to use a combination of public and private clouds based on the sensitivity of data; private cloud as they perceive more secure and public clouds to gain the benefit of high performance, scalability and availability.

Corporations can obtain many significant improvements in security by using cloud computing [17]. Based on the multi-level security model presented by Watson [27], this research will investigate the cost of security for the deployment of the partitioned workflow in cloud competing. Moreover, the PEPA Eclipse plug-in tool will be used to create a cost model that relies on the valid selections generated by means of Watsons approach. Furthermore, a new cost model will be developed to evaluate the variety of distribution possibilities, where each option has its characteristic to deploy partitioned workflow on federated clouds.

The expected results will help to answer the following questions: how many resources are needed for specific deployment?; which better to deploy on private cloud or public clouds based on the sensitivity of data and the resources that organizations have? This work is taking into account the security requirements that should be met. This paper is structured as follows. The next section presents a motivating example of a cloud workflow drawn from the literature. In Section 3 we will discuss some other approaches to analysis. Section 4 will briefly introduce the Markovian process algebra PEPA, followed by models representing different cloud deployment options in Section 5. In Section 6 we will present some results and finally draw some conclusions and outline some further work.

2 Motivating example

A considerable amount of research has addressed cloud computing and its associated concerns of security in addition to the trade-off of the cost of deployment on private cloud and public cloud and the partitioning of workflow onto clouds in terms of security concerns. Our research has adopted the multi-level security model of Watson [27] that originally extends the Bell-LaPadula security model [2]. The example in this paper is a Healthcare Data Analysis example that introduced by
Watson. As can be seen in Figure 1, patient data that would be analyzed is shown as a workflow, which originally is a medical research application. In the first place, it reads data as input which includes the patient name and his/her measurements of heart rates. Then, the service anonymize takes off the name producing anonymized data. Consequently, service named analyze starts to analyze the data. As a result, a summary of analyzed heart rates measurements will be created as output.

![Workflow Diagram](image)

**Fig. 1. Workflow of health care data analysis [27]**

The primary workflow that is shown in Figure 1 and introduced by Watson [27]; has been modelled as a directed graph, where data and services are represented as nodes and the data dependencies denoted as edges. The Bell-LaPadula security conditions (no read-up and no write-down) are applied on the workflows and extended to include the cloud properties. Furthermore, a security level is assigned for each service as well as data which are consumed and produced by services. The model is extended to include clouds that will accommodate service and data of workflow, where a security level is assigned to a cloud. Additionally, the security scheme of transferring data and services between clouds has been addressed, through ensuring the security level assigned to the source besides the destination. As well as to this, a tool has been developed by Watson [27] to generate valid distribution choices automatically (see Figure 2) that complies with the security constraints mentioned earlier. Finally, a very simple cost model has been created to rank the deployment selections that produced by the tool based on cost. While the calculation of the cost in [27] is depending on three factories: Data storage (size and time), CPU and Data transfer in and out.

### 3 Approaches to the evaluation of cloud computing

Pearson and Sander [18] introduced an approach that assisted customers to select the more appropriate cloud service provider through the decision support system that has been developed. An overview of this approach can be seen in Figure 3. Additionally, the outcomes of this system can give an assessment to threats that may possibly arise through the distribution of private information. As a consequence, the costs of the selection of service provider will be lowered. The approach of Pearson and Sander is concerned with the potential cloud security threats and to reduce the risk. However, our research will investigate the cost of the distribution of workflows over clouds by way of a different methodology with the aim of mitigate the cost.

In a similar manner to the Pearson and Sander scheme, Wenge et al [29] proposed a method for assessing a cloud provider, particularly with respect security aspects and the collaboration with other cloud providers. This technique can be used to
help customers to determine the most appropriate services providers as well as to the provision of a solution for the security risks associated.

Goettelmann et al [8] developed a methodology for partitioning a business process and deploying it on a set of clouds that had been taken into account security conditions. As can be seen in Figure 4, this method utilized a decentralization algorithm that proposed a mechanism to insure security constraints and quality of service. One limitation of this approach is that, the method encountered some problems in synchronization of messages.

It can be noticed that, there are some similarities between the Watson scheme and the Goettelmann et al method, through the manner of partitioning of workflows while meeting security requirements and distribution process over clouds. Nevertheless, the difference is that Watson considers only sequential workflows tasks. Furthermore, [29] and [8] do not investigate the cost of deployment choices over clouds and [8] claims that the calculation of the cost will be time and resource consuming.

Mach and Schikuta [15] introduced a new cost model, where they stated that their economic cost model can provide a beneficial information for cloud provider and consumer based on the calculation of the servers energy consumption. They assume that a cloud cost model can be considered as a traditional production process that has production factors and produced goods. As well, the benchmark SPECpower ssj2008 that developed by SPEC is used to test performance and power consumption. The produced information can be used to make right decisions for the business strategies that might be implemented and its impact. In spite of some similarities with Watson method as well as to the work presented by Pearson and Sander, Mach and Schikutas work lies in operational cost that are related to power
consumption, while our research is concerned with deployment cost in cloud environments.

A novel tool has been developed by [28] for dynamic exception handling, which extends the multi-level security model of [27]. The authors indicate that the tool can discover alternative partitions with low-cost paths to deal with exceptions that may occur during run time. The work uses dynamic exception handling for partitioned workflow on federated clouds and has adopted Watson’s simple cost model of multi-
level security model. This means that, they have not made changes to the method of calculation of deployment cost, but they consider exceptions are handled to achieve fault tolerance and to find another low cost paths for the successfully completion of a deployed process.

From the side of security, Capgemeni [17] described the cloud computing with associated risks, which are already associated with other types of using outsourcing. Capgemeni concentrates on multi-tenancy and required compliance, which is assumed to be more relevant to cloud computing. Capgemeni argued that, significant benefits in security can be gained on adoption of cloud computing over traditional outsourcing.

A further approach has been presented by Nada et al [6] for partitioning BPEL, a workflow description language. A program technique is used in order to partition automatically. This approach states that the distribution of data brings several improvements on performance for example reducing network traffic. In addition, the method of Nada et al has attempted to reduce the cost of communication between partitions.

From the consumers perspective Dillon et al [5] argue that, numerous models of cost can be raised specially with the use of hybrid cloud distribution model where, enterprise data needs to be transferred from its source (private cloud) to its destination (public cloud) and vice versa. The integration of consumer data with the cloud providers is shown to add additional cost. Likewise, Leinwand [13] also discusses the cost of using cloud computing. The charge of an application that generates a lot of bandwidth using Windows Azure Platform has been presented as an example. Additionally, it has been suggested that, if size of data in excess of 50 gigabytes the cloud consumer should buy his own bandwidth.

A new methodology is presented by [20], where it evaluates the performance of clouds in order to ensure that a specific service get its proper level. Also, their methodology is an extension to ASTAR method, which defined as a method for evaluation of configurations in the context of service-oriented architectures [21]. An approach that has been developed to consist of five steps: identify benchmark, identify configuration, run tests, analyze and recommend. As a result of the analysis, the recommendations is given for a specific configuration, where the calculation of cost for each service is used for optimization.

An experimental methodology is introduced by Cerotti et al [3], where the performance of multi-core systems in the cloud have been evaluated. Several types of benchmarks such as: DaCapo and IOzone have been implemented on VirtualBox and Amazon EC2 platforms. Hence, the obtained outcomes are used to acquire estimations of the response time. Although numerous of experiments are implemented on real platforms, the cost only mentioned from the provider side, whereas their findings show that the provision of many single-core machines is more cost-effective than single machines with many cores.
3.1 Workflow modelling

The importance of modelling business processes is stated by Adriansyah et al [1], through an approach that provides an analysis of the performance. The techniques that have been used in their work starting with create a process model via YAWL language and then replay the developed event logs framework against the model. Open source tool have been used such as: Open Source framework process mining ProM and extensible event stream XES. Some similarities to our proposed approach can be observed in modelling the business process and performance analysis. However, the aim is different, as the proposed work will concentrate on the cost in cloud taking into account the importance of evaluation of performance of the modelled systems.

Workflows modelling languages acting essential role in abstracting business processes, modelling and analyzing. Therefore, several workflow modelling languages including YAWL and BPEL will be investigated in order to create a new cost model for the deployment of partitioned workflow over hybrid clouds. In addition to this, extensive experiments will be implemented to simulate the performance behaviour of completion of workflow activities. Also, a comparison between the results those will be obtained from the afore mentioned modelling languages will take place.

YAWL is a workflow language that was developed to overcome the limitations of other workflow management systems. Petri Nets have been chosen as a starting point, due to their support to the most of the workflow patterns. The Petri Nets structure is then extended to add higher abstraction level patterns [24,25]. One advantage of YAWL is that it supports human actions. According to [24] the following are some of features offered via YAWL: it can discover the dependencies of control-flow; it can use XML, XQuery and XPath in order to handle data; it can support dynamic workflow, thus can deal with new changes; it provides an environment that can straightforwardly make changes to particular requirements. On the other hand, YAWL is not standard language and lacks industry support.

BPEL is a workflow modelling language designed to support the representation of business process specifically with web services aspects and it is based on XML language. BPEL is an orchestration language (i.e. identifies an executable process, which involves exchange message with other systems). BPEL is standardized by the Organization for the Advancement of Structured Information Standards (OASIS) and supported by numerous organizations such as: IBM, Microsoft and Oracle. According to [26] BPEL can be described in two ways: firstly, abstract business process, secondly executable business process. In addition, different versions of BPEL are available for instance BPEL4WS and WS-BPEL. However, the BPEL language does not offer enough support to patterns for example: Synchronization and Advanced Branching [26].

4 PEPA

A formal presentation of PEPA is given in [9], in this section a brief informal summary is presented. PEPA, being a Markovian Process Algebra, only supports
actions that occur with rates that are negative exponentially distributed. Specifications written in PEPA represent Markov processes and can be mapped to a continuous time Markov chain (CTMC). Systems are specified in PEPA in terms of activities and components. An activity \((\alpha, r)\) is described by the type of the activity, \(\alpha\), and the rate of the associated negative exponential distribution, \(r\). This rate may be any positive real number, or given as unspecified using the symbol \(\top\).

The syntax for describing components is given as:

\[ P ::= (\alpha, r).P | P + Q | P/L | P \parallel Q | A \]

The component \((\alpha, r).P\) performs the activity of type \(\alpha\) at rate \(r\) and then behaves like \(P\). The component \(P + Q\) behaves either like \(P\) or like \(Q\), the resultant behaviour being given by the first activity to complete.

The component \(P/L\) behaves exactly like \(P\) except that the activities in the set \(L\) are concealed, their type is not visible and instead appears as the unknown type \(\tau\).

Concurrent components can be synchronised, \(P \parallel Q\), such that activities in the cooperation set \(L\) involve the participation of both components. In PEPA the shared activity occurs at the slowest of the rates of the participants and if a rate is unspecified in a component, the component is passive with respect to the activities of that type. \(A \overset{\text{def}}{=} P\) gives the constant \(A\) the behaviour of the component \(P\). The shorthand \(P || Q\) is used to denote synchronisation over no actions, i.e. \(P \parallel Q\). We employ some further shorthand that has been commonly used in the study of large parallel systems. We denote \(A[N]\) to mean that there are \(N\) instances of \(A\) in parallel, i.e. \(A||\ldots||A\).

5 The model

The approach used to model the motivating scenario above is to directly associate a PEPA action with a task in the workflow and the share these action with either a public or private cloud component. The approach is similar to that previously used by the authors to model security protocols [30]. Four simple PEPA models have been derived based on the four main distribution choices that adopted from [27] and illustrated in Figure 2. In each model there is a component which represents the workflow and components that represent the public and private cloud services. The difference between each model is only in the services offered by the public and private clouds. By considering each option and investigating different capacities of public cloud servers, it is possible to explore which configuration offers the best overall performance.

In Options 1-3 the system consists of three types of component, Service\(_i\), Public and Private. Option 4 is constructed just from Service\(_i\) and Private components. The Service\(_i\) component is a sequential component where each task of the workflow is performed in turn. Multiple instances of this component are specified and its actions are shared with multiple instances of Public and Private components according to the option being modelled. The number of Service\(_i\) instances \(N_1\) depicts the number of concurrent executions of the workflow, whereas the number of
Public and Private instances, \( N_2 \) and \( N_3 \) respectively, represent the number of servers available in the public and private clouds. In Option 1 the activities \textit{read} and \textit{anonymize} will be distributed on a private cloud whereas \textit{analyze} and \textit{write} will be deployed on public clouds. Option 2 differs in that only the \textit{write} activity will be deployed on the public cloud and in option 3 only the \textit{analyze} activity will be deployed onto the public clouds. In option 4 all the actions activities are deployed only on the private cloud and so no Public component is defined in this case.

The workflow component, which is identical in each model, is specified as a simple sequential flow, as follows:

\[
\begin{align*}
Service_0 & \overset{\text{def}}{=} (\text{readData}, r).Service_1 \\
Service_1 & \overset{\text{def}}{=} (\text{anonymize}, s).Service_2 \\
Service_2 & \overset{\text{def}}{=} (\text{analyze}, t).Service_3 \\
Service_3 & \overset{\text{def}}{=} (\text{writeResult}, r).Service_0
\end{align*}
\]

The private and public cloud components are then specified for each model as follows.

- **Option 1**
  \[
  \begin{align*}
  Private & \overset{\text{def}}{=} (\text{readData}, r).Private + (\text{anonymize}, s).Private \\
  Public & \overset{\text{def}}{=} (\text{analyze}, t).Public + (\text{writeResult}, r).Public
  \end{align*}
  \]

- **Option 2**
  \[
  \begin{align*}
  Private & \overset{\text{def}}{=} (\text{readData}, r).Private + (\text{anonymize}, s).Private \\
  & \quad + (\text{analyze}, t).Private \\
  Public & \overset{\text{def}}{=} (\text{writeResult}, r).Public
  \end{align*}
  \]

- **Option 3**
  \[
  \begin{align*}
  Private & \overset{\text{def}}{=} (\text{readData}, r).Private + (\text{anonymize}, s).Private \\
  & \quad + (\text{writeResult}, r).Private \\
  Public & \overset{\text{def}}{=} (\text{analyze}, t).Public
  \end{align*}
  \]

- **Option 4**
  \[
  \begin{align*}
  Private & \overset{\text{def}}{=} (\text{readData}, r).Private + (\text{anonymize}, s).Private \\
  & \quad + (\text{analyze}, t).Private + (\text{writeResult}, r).Private
  \end{align*}
  \]

The system equation for options 1 to 3 is given as,

\[
\text{System} \overset{\text{def}}{=} Service_0[N_1] \bigotimes L (Private[N_2]||Public[N_3])
\]

Where the cooperation set \( L = \{\text{readData}, \text{anonymize}, \text{analyze}, \text{writeResult}\} \).

For option 4, where the entire workflow is deployed only on the private cloud, the system equations is given by,

\[
\text{System} \overset{\text{def}}{=} Service_0[N_1] \bigotimes L Private[N_2]
\]

It is important to note here that the rates of each action are specified in both the workflow component (\( Service_i \)) and the corresponding cloud component (\( Private \) or Public).
Public). In the terminology of PEPA, this is referred to as active-active cooperation. The reason for specifying the rates in this way is because we wish to exploit the definition of the apparent rate in such a way to investigate the scalability of the cloud provision. In this way the apparent rate of the action anonymize, for example, will be given by the product of s multiplied by the minimum of the number of Service$_1$ and Private components currently enabled. That is, an individual instance of the anonymize action will never be served at a rate greater than s, regardless of how many instances there are or how many servers are available. This condition might not always be preserved if we were to use passive actions in our model.

6 Experimental results

The models introduced above were analysed using the PEPA Eclipse Plug-in [23]. We assume that the analyze action will be the most computationally expensive (hence the rate t is relative small) and that readData and writeResults are relatively fast actions. For ease of presentation we also assume that the rates of readData and writeResults actions are the same (specified as r in the models above). Thus we have focused our experiments in a number of scenarios whose rates for readData, anonymize, analyze and writeResults, are given in Table 1. In each of the models representing options 1, 2 and 3 were have further considered different capacities within the public cloud by varying N$_2$, which represents the number of servers. For ease of comparison, the number of servers in the private cloud, N$_3$, has been fixed as 1 and the number of workflow instances, N$_1$, has been fixed at 20.

In the first set of experiments we compute throughput based on the direct continuous time Markov chain steady state solution in the PEPA Eclipse Plug-in. This gives rise to a set of models each with 1771 states whose results are shown in Figures 5-9.
The first observation to make from this set of experiments is that option 1 and option 3 perform almost identically in each case. This is not surprising given that these options differ only in whether the relatively fast `writeResults` action is performed in the public or private cloud. A further observation is that option 2 has a consistently lower throughput than either of the other options. This is unsurprising given that the relatively slow `analyze` action is being performed in the (non-scaled) private cloud in option 2, whereas it is performed in the (scalable) public cloud in options 1 and 3. In each case there is no increase in throughput beyond 20 servers, because there are only 20 workflow instances. In some cases the maximum throughput is reached with fewer servers as the low capacity of the private cloud means that actions performed there become a bottleneck in the system.
Figure 10 shows the corresponding results for option 4, where all actions are deployed on the single instance of the private cloud. Here it is obvious that the throughput is the same as the rate of the analyze action, as this becomes the bottleneck.

In Figure 11 we further investigate the behaviour of options 1 and 3 by introducing a different rate for the `writeResults` action, which has been given the label $w$. We investigated a number of different combinations of rates and in many situations there was very little difference between the performance of each option. However, under certain circumstances, such as that shown in Figure 11, the overhead of `writeResults` in the private cloud is sufficient to limit the throughput of option 3.

Clearly the experiments presented here are on a limited scale and in many prac-
tical circumstances we might wish to consider greater volumes of both workload and service capacity. In general this becomes problematic when using a direct solution of a continuous time Markov chain as the underlying state space rapidly becomes prohibitively large. A state space in the order of 1 million states can be solved directly with standard methods given sufficient memory to store the large sparse matrices required, although such a capacity is well beyond most users of the PEPA.
Eclipse Plug-in. Hence if we wish to investigate larger systems than the one explored above, we need to utilise other methods.

The PEPA Eclipse Plug-in is equipped with two scalable analysis approaches, stochastic simulation (via Gillespies method) and fluid flow approximation by means of ordinary differential equations [10]. These techniques not only allow much larger systems to be considered, but they also facilitate transient analysis which provides further insight into the system behaviour.

Figures 12 and 13 show the transient evolution of the system under option 1 before steady state is reached. In both instances the number of workflow instances, $N_1$, is 20 and the rates employed are those given by assumption 1 in Table 1. In Figure 12 the number of public instances, $N_3$, is 5 and in Figure 13 the number of public instances is 10. The graphs show the populations of each service type, i.e. the number of workflows that are doing each action at any given time. The two graphs look fairly similar and certainly the populations of Service$_0$ and Service$_3$ appear indistinguishable. However, the populations of Service$_1$ and Service$_2$ are subtly altered by the increase in service capacity. In Figure 12 the population of Service$_1$ is decreasing steadily over time as anonymize actions are completed, with the population of Service$_2$ increasing correspondingly. Recall from Figure 5 that the throughput here is fairly low, so very few workflow instances are completing. However, when the service capacity is doubled in Figure 13 the situation changes due to the significant increase in throughput. Now the Service$_3$ population is levelling off as more workflow instances complete. Thus the system is approaching steady state much more rapidly than in Figure 12.

A more dramatic effect can be observed if we increase the number of workflow instances to 2000, as in Figure 14 and 15. Here we observe the evolution of the system under option 3 over a much longer period. Even with a long period of observation the small capacity system in Figure 14 ($N_3 = 5$) fails to reach steady state. However, when we double the service capacity in Figure 15 ($N_3 = 10$), steady state is reached relatively quickly. The importance of these observations in a practical setting is to illustrate that increasing the service capacity not only has a significant effect on throughput, but also means that the deployment is more stable and the predicted (steady-state) performance is more likely to be observed at any given instant of time.

7 Conclusions and further work

In this paper we have presented some initial work in modelling workflow deployment using PEPA. The aim of this work is to explore the costs associated with different security decisions. This paper has been motivated through an example of a healthcare application. We have shown that a simple form of model with standard analysis tools can provide insight into the behaviour of the system in question.

The system we have explored in this paper is clearly very simple. The application we have studied has a linear flow, whereby there is a fixed sequence of actions with no choice or deviation. It will therefore be interesting to explore more com-
plex workflows, for example those involving choice and loops, to investigate model behaviours that may arise in such scenarios. In addition it would be interesting to consider different sets of public cloud servers deployed for different actions.

The model we have developed to study this application also has some limitations. The most significant of these is that we have not modelled any data transfer costs. Clearly it would be a simple matter to add some network delays between actions being undertaken in different locations. This would enable a clearer comparison between the performance of different deployment options in public and private clouds where different transfer costs will be evident.

We have considered servers to belong to a homogeneous set. A consequence of this assumption is that an action will occur at the same rate wherever it is executed (in the private cloud or on any of the public cloud servers). In practice there are a wide range of service levels which can be purchased within clouds and within those...
options there is wide range of performance that might be experienced. Predicting exactly what a provider will offer on any specification is not generally possible in the current evolution of cloud systems. However it would be relatively straightforward to give different performance characteristics for different systems (at least public and private) and compute the average performance at different service levels.

Clearly to have practical value approaches such as the one described here need to be validated against real implementations. Performing such experiments in a rigorous way is a difficult and time-consuming business. Our aim therefore is to further develop the modelling approach to show the potential of this line of investigation before undertaking work to validate the results.
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