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Corticospinal Inputs to Primate Motoneurons Innervating the Forelimb from Two Divisions of Primary Motor Cortex and Area 3a
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Previous anatomical work in primates has suggested that only corticospinal axons originating in caudal primary motor cortex (“new M1”) and area 3a make monosynaptic cortico-motoneuronal connections with limb motoneurons. By contrast, the more rostral “old M1” is proposed to control motoneurons disynaptically via spinal interneurons. In six macaque monkeys, we examined the effects from focal stimulation within old and new M1 and area 3a on 135 antidromically identified motoneurons projecting to the upper limb. EPSPs with segmental latency shorter than 1.2 ms were classified as definitively monosynaptic; these were seen only after stimulation within new M1 or at the new M1/3a border (incidence 6.6% and 1.3%, respectively; total n = 27). However, most responses had longer latencies. Using measures of the response facilitation after a second stimulus compared with the first, and the reduction in response latency after a third stimulus compared with the first, we classified these late responses as likely mediated by either long-latency monosynaptic (n = 108) or non-monosynaptic linkages (n = 108). Both old and new M1 generated putative long-latency monosynaptic and non-monosynaptic effects; the majority of responses from area 3a were non-monosynaptic. Both types of responses from new M1 had significantly greater amplitude than those from old M1. We suggest that slowly conducting corticospinal fibers from old M1 generate weak late monosynaptic effects in motoneurons. These may represent a stage in control of primate motoneurons by the cortex intermediate between disynaptic output via an interposed interneuron seen in nonprimates and the fast direct monosynaptic connections present in new M1.
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Significance Statement
The corticospinal tract in Old World primates makes monosynaptic connections to motoneurons; previous anatomical work suggests that these connections come only from corticospinal tract (CST) neurons in the subdivision of primary motor cortex within the central sulcus (“new M1”) and area 3a. Here, we show using electrophysiology that cortico-motoneuronal connections from fast conducting CST fibers are indeed made exclusively from new M1 and its border with 3a. However, we also show that all parts of M1 and 3a have cortico-motoneuronal connections over more slowly conducting CST axons, as well as exert disynaptic effects on motoneurons via interposed interneurons. Differences between old and new M1 are thus more subtle than previously thought.
synaptic retrograde tracing by rabies virus has shown that cortico-motoneuronal (CM) connections arise from only two anatomically defined zones: the caudal part of M1 (referred to as "new M1") and area 3a (Rathelot and Strick, 2006, 2009). Since intracortical stimulation within 3a usually does not produce movement (Sessle and Wiesenlander, 1982), Rathelot and Strick (2006) suggested that these CM cells project preferentially to γ motoneurons responsible for fusimotor control. However, stimulus effects on muscle can be elicited from area 3a (Wannier et al., 1991; Widener and Cheney, 1997), and there is a report of a single neuron in 3a that generated postspike facilitation in spike-triggered averages of electromyogram (Widener and Cheney, 1997), which is evidence of a CM connection to α motoneurons. By contrast, the rostral part of M1 ("old M1") lacks CM cells defined by rabies virus labeling, even though electrical stimulation throughout M1 can elicit movements. It has been suggested that corticospinal axons originating in old M1 act on motoneurons predominantly via disynaptic pathways traversing spinal cord interneurons, either located in closely adjacent segments or in the high cervical cord (propriospinal cells). However, although it is straightforward to find interneurons within the primate cervical cord that respond to CST stimulation at the pyramids (Riddle and Baker, 2010), it has proven difficult to reveal evidence of disynaptic corticospinal effects on motoneurons in either anesthetized (Maier et al., 1998) or awake (Olivier et al., 2001) animals. Only by antagonizing feedforward glycinergic inhibition using systemic administration of strychnine can robust disynaptic corticospinal effects be produced in cervical motoneurons; these arise at least in part from C3/C4 propriospinal interneurons (Alstermark et al., 1999). One issue may be that stimulation of the pyramid unselectively activates fibers with different functional roles, thereby recruiting both inhibitory and excitatory disynaptic systems together to no overt effect; this has also been proposed to occur using noninvasive magnetic stimulation in man (Nicolas et al., 2001). It is possible that focal stimulation of the old M1 subdivision might reveal disynaptic corticospinal effects in cervical motoneurons more readily.

We have investigated this issue directly by examining responses in primate forelimb α motoneurons after focal microstimulation of both M1 subdivisions and area 3a. Fast monosynaptic responses were recorded only after stimuli were delivered to new M1 and its immediate border with 3a. Longer-latency responses could be evoked from all stimulated regions; in some cases, these had properties consistent with monosynaptic connections from slower conducting fibers, and in others they appeared to be generated by oligosynaptic linkages.

Materials and Methods

All animal procedures were performed under United Kingdom Home Office regulations in accordance with the Animals Scientific Procedures Act (1986) and were approved by the Local Research Ethics Committee of Newcastle University. Recordings were made from six terminally anesthetized rhesus macaque monkeys (five female and one male; coded A, B, C, D, E, and H in this study; weights of 7.0, 10.4, 9.2, 6.8, 9.8, and 13.5 kg, respectively).

Initial surgical preparation. Animals were sedated by intramuscular injection of ketamine (10 mg/kg); then deep anesthesia was induced with propofol (5–14 mg·kg⁻¹·h⁻¹, i.v.). A tracheotomy was performed, and anesthesia was switched to sevoflurane inhalation (3–5%) and an intravenous infusion of alfentanil (7–23 µg·kg⁻¹·h⁻¹) with artificial ventilation; this regimen was used to complete all major surgery. Central arterial and venous lines were inserted via the external carotid artery and external jugular vein. The bladder was catheterized. Peripheral nerves were exposed by dissection, and nerve cuff electrodes were placed around the median and ulnar nerves in the upper arm and wrist in addition to the radial nerve at the axilla and cubital fossa (deep branch). A laminectomy was then made exposing spinal segments C6-T1. The head was fixed in a stereotactic frame, angled to produce 60° neck flexion, and the spinal column was supported by vertebral clamps at high thoracic and mid-lumbar vertebrae. A bilateral pneumothorax was made. A craniotomy was made over the central sulcus on one side permitting access to M1 and area 3a.

Implant of cortical stimulating electrodes. The anesthetic regimen was switched to intravenous infusions of midazolam (0.2–0.6 mg·kg⁻¹·h⁻¹), alfentanil (10–50 µg·kg⁻¹·h⁻¹), and ketamine (0.2–1.0 mg·kg⁻¹·h⁻¹); this regimen was chosen to increase cortical excitability. Penetrations were made in the precentral and postcentral cortices with parylene-insulated stainless steel microelectrodes (1 MΩ impedance; Microprobe). These were connected to both a stimulator (A-M Systems model 2200; 18 biphasic pulses at 300 Hz, 0.2 ms per phase, intensity up to 100 µA) and a preamplifier (Neurolog NL100; Digitimer) using a relay that facilitated rapid switching between recording and stimulation conditions. The distinction between areas 3a, 3b, and 4 (M1) was made using a combination of receptive field testing (soft cotton bud to identify cutaneous receptive fields, joint manipulation to identify proprioceptive receptive fields) and intracortical microstimulation. This also allowed us to characterize the elbow, wrist, and digit representations of area 3a and M1. After trial penetrations for mapping, we positioned multiple electrodes to allow focal stimulation of each area during the main experiment. Electrodes were inserted individually, and the depth was optimized based on recordings and stimulus effects. Subsequently, rods made of lengths of 19G stainless steel tube were placed to span the craniotomy and fixed to the bone on either side using bone screws and dental acrylic. Each electrode was then fixed to these rods in turn using dental acrylic. Once the acrylic had set, the electrode was disconnected from the micromanipulator and the shaft bent out of the way to allow access for the next penetration. For monkeys A, B, C, and H, nine stimulating electrodes were implanted in area 3a, caudal M1 (new M1; average depth of 4 mm in the central sulcus), and rostral M1 (old M1; average depth of 1.5 mm). Three electrodes were implanted in each area at mediolateral locations corresponding to elbow, wrist, and digit-related sites (A, B, and C) or wrist and digits (H). In monkeys D and E, electrodes were implanted at two mediolateral locations related to digits across area 3a, caudal M1, and rostral M1 (total of 11 electrodes in D and 13 electrodes in E).

Anesthesia maintenance and monitoring. Motoneuron recordings took place over 12–24 h. During this period, the inspired oxygen concentration was reduced to 50% to avoid complications of oxygen toxicity consequent on long-term anesthesia. Fluid balance was maintained by infusion of Hartman’s solution (to give a total infusion rate of 5 ml·kg⁻¹·h⁻¹, including 0.05 mg·kg⁻¹·h⁻¹ of potassium acetate (tip impedance, 3–20 MΩ). The micropipettes were connected from the micromanipulator and the shaft bent out of the way to allow access for the next penetration. For monkeys A, B, C, and H, nine stimulating electrodes were implanted in area 3a, caudal M1 (new M1; average depth of 4 mm in the central sulcus), and rostral M1 (old M1; average depth of 1.5 mm). Three electrodes were implanted in each area at mediolateral locations corresponding to elbow, wrist, and digit-related sites (A, B, and C) or wrist and digits (H). In monkeys D and E, electrodes were implanted at two mediolateral locations related to digits across area 3a, caudal M1, and rostral M1 (total of 11 electrodes in D and 13 electrodes in E).
by an antidromic response to stimulation of one or more nerve cuffs. This also permitted assignment of the motoneuron to a particular muscle group (upper arm extensors, forearm flexors, forearm extensors, or intrinsic hand muscles). After identification, synaptic responses to stimulation of cortical electrodes (1–4 biphasic shocks at 300 μA, 0.2 ms per phase; trains used a 3 ms interstimulus interval; 4 Hz repetition rate) were recorded. Cortical electrodes were connected to a custom microcontroller-based system that used relays to direct the output of a single stimulator to one of 16 electrodes in turn; this allowed us to test all implanted electrodes, each with one to four shocks, in the minimum time. A single current return electrode was used in nearby temporal muscle for all cortical stimuli.

If recordings were stable and the motoneuron displayed EPSPs in response to two or more cortical electrodes, a conditioning protocol was used to provide information on the possible source of the effects. A conditioning stimulus was applied to one of the old M1 or area 3a electrodes, followed by a test stimulus to a new M1 electrode at an interval of 1–15 ms. The test stimulus was a single shock at 100–300 μA (depending on the size of the EPSP in response to the test stimulus), and the conditioning stimulus was one to three shocks at 300 μA. The responses to conditioning stimulus alone and test stimulus alone were also recorded.

During all motoneuron recordings, we also measured the surface volleys from a silver ball electrode placed on the cord dorsum close to the entry point of the intracellular electrode. Intracellular waveforms (AC signal used to assess EPSP height: gain, 200; bandpass, 3 Hz to 10 kHz; DC signal used to assess membrane potential: gain, 20; bandpass DC, 10 kHz; both sampling rate, 25,000 Hz), cord dorsum recordings (gain, 2000; bandpass, 30–5000 Hz; sampling rate, 12,500 Hz), and stimulus markers were captured to disk using a micro1401 interface and Spike2 software (Cambridge Electronic Design). Once all recordings were completed from a motoneuron, we repeated any stimuli that had produced effects, but with the electrode now in the extracellular space, to verify that responses were intracellular in origin and did not merely reflect massed local field potentials.

Histology. At the end of the experiment, electrolytic lesions were made for each of the cortical electrodes by passing a current of 100 μA for 20 s (tip negative). The anesthesia was increased to a lethal level by administering intravenous propofol, and the animal was perfused through the heart with PBS followed by paraformaldehyde (4% formalin in PBS). The brain block containing sensorimotor cortex was removed and placed in 30% sucrose until it sank for cryoprotection; this was subsequently cut into 50 μm parasagittal sections using a freezing microtome. Alternate sections were stained for parvalbumin (parvalbumin antibody; Sigma-Aldrich), neurofilament (SMA-32 antibody; Sternberger Monoclonals), and Nissl (cresyl violet). The reconstructions of electrode tip locations showed that a number of electrodes targeted to area 3a (as identified by electrophysiological methods) were actually placed on the border of M1 and area 3a. We separated these electrodes from those that were fully in area 3a, denoting them as a fourth category “border.” Example histological reconstructions of four electrode sites are shown in Figure 1A (new M1, monkey B; old M1, monkey C; M1/area 3a border, monkey H; area 3a, monkey A).

Analysis. The cord dorsum responses to cortical stimulation were used to calculate the latency of the D and I waves (Fig. 1B). Axonal conduction velocity for each motoneuron was estimated based on the distance between the nerve cuff and the spinal cord and the latency of the antidromic response (Fig. 1B).

Conditioning experiment. In some experiments, stimuli were delivered to new M1 conditioned by prior stimulation of another area at different intervals, with the aim of determining whether the amplitude of the monosynaptic EPSP generated from new M1 was modified by the conditioning stimulus. To determine whether the response amplitude had changed, we generated the response expected from a linear sum of the responses to the conditioning and test stimuli given alone and its confidence limits using a Monte Carlo resampling procedure. One single-sweep response to the test stimulus alone and one response to the conditioning stimulus alone were selected at random from those available and summed with the appropriate conditioning interval. This procedure was repeated until the same number of summed responses was
obtained as actual conditioned responses; the average summed response was then calculated. The whole procedure was repeated 1000 times, yielding 1000 average responses distributed as expected on the null hypothesis of linear response summation. This allowed us to set confidence limits on the overall waveform and the response amplitudes. Actual conditioned amplitudes were considered to be suppressed if they were less than the 2.5% confidence interval and facilitated if they were higher than the 97.5% confidence interval of this expected waveform. The extent of the change was measured as follows:

\[
\text{% Change} = \frac{\text{Actual Response} - \text{Expected Response}}{\text{Expected Response}} \times 100\%
\]

Conduction velocity of pyramidal tract neurons. We supplemented the novel dataset reported in this study with a reanalysis of older data on pyramidal tract neurons (PTNs) in macaque M1. These recordings were obtained either in awake animals trained to perform a variety of behavioral tasks or in animals lightly sedated; full details of methods have been given in the primary publications (Baker et al., 2001; Wetmore and Baker, 2004; Witham and Baker, 2007; Soteropoulos and Baker, 2009; Williams et al., 2009; Soteropoulos et al., 2012; Kozelj and Baker, 2014). Briefly, extracellular single-unit recordings were made using an Eckhorn microdrive (Thomas Recording) and glass-insulated platinum microelectrodes or tetrodes (tip impedance, 1–2 MΩ). Units were identified as PTNs if they responded at consistent latency to stimulation of the pyramidal tract at the medulla through chronically implanted electrodes; the antidromic nature of the response was confirmed using a collision test (Baker et al., 1999).

When the microelectrodes were penetrated through the dura mater, we noted the depth at which cell activity was first seen. Any PTNs recorded >2.5 mm deeper than the first recorded cells were classified as being in new M1; any more superficial cells were classified as being in old M1 [threshold of 2.5 mm based on the reconstructions by Kozelj and Baker (2014)]. The antidromic latency of each PTN was also noted.

Results

A total of 135 motoneurons were recorded from six monkeys (16 motoneurons projected to upper arm extensors, 75 to forearm flexor muscles, 35 to forearm extensors, and 9 to intrinsic hand muscles). All conduction velocities fell within the expected range (Cheney and Preston, 1976) for primate α and β motoneurons rather than γ motoneurons (Fig. 1B; range, 43.8–95.2 m/s).

Spinal cord volleys from cortical stimulation

Stimulation through the cortical electrodes produced complex volleys on the spinal cord surface (Fig. 1C), usually consisting of one direct response (D wave) and multiple indirect responses (I waves). Table 1 presents data on the frequency with which D and I waves were elicited from each area, and the mean D and I wave amplitude from each area when seen. Area 3a electrodes were least likely to generate any observable volley. Both D and I1 wave volleys from new M1 were clear; whereas I1 had a comparable amplitude, the D waves appeared smaller from old M1 compared with new M1, although this difference was not significant, possibly attributable to the small dataset (Kruskal–Wallis, p > 0.05). D and I1 waves from the border region and area 3a were smaller than from either division of M1; this difference reached significance comparing I1 waves from old M1 and the border region (Kruskal–Wallis, p < 0.05).

Classification of postsynaptic responses in motoneurons after cortical stimulation

Postsynaptic responses to cortical stimulation were identified from averaged intracellular sweeps. For stimulus trains, only the response to the final stimulus was measured by subtracting the average response to one fewer stimuli (e.g., for two stimuli, the average response to one stimulus was subtracted, and for three stimuli, the average response to two stimuli was subtracted; Fig. 2A). Responses were classified as excitatory or inhibitory. The amplitude and absolute (poststimulus) latency of the responses were calculated. This latency was then corrected by subtraction of the D-wave latency, yielding the segmental latency.

We wanted to classify EPSPs further as monosynaptic or polysynaptic in origin. The definitive criterion for classification of a monosynaptic response is that it should have a latency <1.2 ms from the D wave in the cord dorsum response (Riddle et al., 2009), which is also less than the segmental latency of undoubtedly disynaptic IPSPs generated in motoneurons from CST (1.2 ms; Jankowska et al., 1976), primary spindle afferents (1.2 ms; Fetz et al., 1979), and group II muscle afferents (1.4 ms; Edgley and Jankowska, 1987). The cord dorsum volley reflects the fastest fibers in the population of corticospinal axons. However, the corticospinal tract has a large proportion of slow fibers; axons contributing to the overt volley on the cord surface probably make up <1% of the tract (Firmin et al., 2014).

If an EPSP is generated solely by slower fibers, or if it arises from fibers participating in an I wave, the latency relative to the D wave could exceed 1.2 ms even if mediated monosynaptically within the cord. A second criterion that can distinguish monosynaptic versus polysynaptic EPSPs is how the amplitude and timing of the rising phase changes with multiple shocks. If there were interposed interneurons, we reasoned that the first shock would recruit a subset of these cells but bring a further proportion closer to threshold without actually firing them. The second stimulus would be capable of recruiting these cells, leading to augmentation of the second response relative to the first. However, this measure can be complicated by the limited augmentation that occurs even for monosynaptic corticospinal EPSPs because of the properties of the cortico–motoneuronal synapse (Porter and Muir, 1971). We also expected that the second shock would recruit the depolarized interneurons slightly earlier, leading to a reduction in response onset latency. By contrast, monosynaptic effects should show only minimal augmentation and latency shortening with successive stimuli.

We therefore took a multiple-stage approach to classification of EPSPs in this study. The facilitation ratio between the ampli-

---

Table 1. Frequency and amplitude of D- and I-wave generation from different cortical areas

<table>
<thead>
<tr>
<th>Cortical stimulus site</th>
<th>Number of sites generating D waves (percentage)</th>
<th>Number of sites generating I waves (percentage)</th>
<th>Number of sites generating neither D nor I waves (percentage)</th>
<th>Amplitude of D wave (mean ± SEM, μV)</th>
<th>Amplitude of I wave (mean ± SEM, μV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>New M1</td>
<td>14/18 (78%)</td>
<td>15/18 (83%)</td>
<td>3/18 (17%)</td>
<td>31.9 ± 9.5</td>
<td>27.5 ± 9.2</td>
</tr>
<tr>
<td>Border region</td>
<td>5/6 (83%)</td>
<td>5/6 (83%)</td>
<td>1/6 (17%)</td>
<td>7.5 ± 3.4</td>
<td>4.0 ± 1.3</td>
</tr>
<tr>
<td>Area 3a</td>
<td>2/10 (20%)</td>
<td>2/10 (20%)</td>
<td>8/10 (80%)</td>
<td>5.8 ± 2.3</td>
<td>2.4 ± 1.3</td>
</tr>
<tr>
<td>Old M1</td>
<td>10/14 (71%)</td>
<td>10/14 (71%)</td>
<td>4/14 (29%)</td>
<td>22.4 ± 9.4</td>
<td>28.5 ± 12.8</td>
</tr>
</tbody>
</table>

---
Facilitation ratio $= \frac{A_2}{A_1}$

$A_1$ and $A_2$ were measured as shown in Figure 2B. This ratio was then plotted against latency relative to D-wave onset (Fig. 2B). First, we classified all responses with latency $<1.2$ ms as monosynaptic (Fig. 2C, red crosses). For these EPSPs, we found the mean and SD of the latency ratio and set a threshold of mean $+2SD$ (Fig. 2C, horizontal dotted line; actual value, 2.141). Responses that had a latency of longer than 1.2 ms and a facilitation ratio greater than this threshold were classified as polysynaptic responses (Fig. 2C, black and blue crosses). For the responses with a latency $>1.2$ ms and a facilitation ratio less than the threshold (Fig. 2C, cyan and magenta crosses), a further classification stage was used. The difference in onset latency between the responses to one stimulus (Fig. 2B, L1) and the third of a train of three (Fig. 2B, L3) was calculated as L1–L3 (a positive value indicating that the response to the third stimulus was earlier, “advancing” compared with the response to one shock). This was plotted against latency relative to D-wave onset (Fig. 2D). As with the facilitation ratio, we took the definitive monosynaptic EPSPs (red crosses), found the mean and SD of the latency difference, and set a threshold of mean $+2SD$ (Fig. 2D, horizontal dotted line; actual value, 0.261 ms). All of the potential long-latency monosynaptic effects from Figure 2C were divided into putative long-latency monosynaptic, and polysynaptic, respectively.
were independent, suggesting that this procedure reflected a genuine underlying structure in the data rather than merely arbitrary thresholding of unimodal distributions.

Note that these three classifications have different levels of certainty. It is highly likely that all of the “monosynaptic” EPSPs were indeed mediated by just a single synaptic linkage. By contrast, the evidence for the other two categories is weaker. It is likely that many of the population of “putative long-latency monosynaptic” effects were mediated by one synapse, but we cannot exclude that some of them were generated via synaptic relays.

Figure 2F–H show the rise times (time from EPSP onset to EPSP peak amplitude) for the three classifications. Putative long-latency monosynaptic EPSPs had significantly longer rise times than both short-latency monosynaptic and polysynaptic EPSPs (p < 0.01, Kruskal–Wallis test). Slower rise times can be indicative of activation more distally on the dendrites (Jack et al., 1971). However, caution should be taken when interpreting these rise times as many of the synaptic responses were complex, with IPSPs occurring superimposed on the EPSP. This would shorten the apparent rise time.

Characteristics of synaptic responses to cortical stimulation

As well as classifying responses based on the likely number of interposed synapses, we also separated cortical electrodes into four categories: old M1, new M1, area 3a/new M1 border, and area 3a.

Figure 3A shows monosynaptic EPSPs evoked in one forearm extensor motoneuron recorded from monkey D in response to stimulation of a new M1 electrode (left) and in one forearm flexor motoneuron recorded from monkey E in response to stimulation of a border electrode (right). The segmental latencies of the effects were 0.88 and 0.75 ms, respectively, confirming them as unambiguously mediated by a monosynaptic linkage. Both electrodes were in the cortical hand representation.

Figure 3B and C, show examples of longer-latency EPSPs that were classified as long-latency monosynaptic (Fig. 3B) and polysynaptic (Fig. 3C) according to the methods in Figure 2. Although we could find examples of long-latency monosynaptic and polysynaptic responses from stimulation of each category of the cortical electrode site, short-latency monosynaptic responses were only seen from new M1 and the 3a/new M1 border region.
Figure 3D shows the incidence of the different types of postsynaptic potentials elicited from each cortical region. New M1 had the highest incidence of EPSPs to single stimuli across all three categories of responses (monosynaptic, putative long-latency monosynaptic, and polysynaptic). Area 3a had the lowest incidence of responses across the same three categories. Only new M1 and old M1 sites elicited pure IPSPs to a single shock (without an earlier excitatory component), but this was rare, accounting for only 0.8% of responses. Polysynaptic EPSPs were common to multiple shocks of stimulation to old M1, the border region, and area 3a.

Latency and amplitude of EPSPs

The EPSP latencies were calculated relative to the onset latency of the segmental D waves (Fig. 4A–D) and I1 waves (Fig. 4E, F) and are shown for each cortical area. Only EPSPs elicited by a single shock were analyzed for Figure 4, and latencies are shown for responses classified as monosynaptic (Mono), putative long-latency monosynaptic (LL Mono), and polysynaptic (Poly) EPSPs. For new M1, there was a bimodal distribution with the first peak clustered around 1 ms after the D wave (Fig. 4A) and the second peak clustered around 1 ms after the I1 wave (Fig. 4E). For the other three cortical sites, the distribution was more unimodal and clustered around 1 ms after the I1 wave (Fig. 4F–H). EPSPs classified as polysynaptic occurred at similar latencies to the putative long-latency monosynaptic responses. Combining across all areas, the SD of putative long-latency monosynaptic segmental latencies was 0.47 ms when aligned to the D wave and 0.46 ms when aligned to the I1 wave. This population variance was significantly smaller than for the EPSPs classified as polysynaptic (0.73 ms aligned to the D wave, 0.65 ms aligned to the I1 wave; two-sample F test for equal variances, p < 0.001 for comparison with putative long-latency monosynaptic in both cases).

The EPSP amplitudes are shown in Figure 4I–L for each cortical area and EPSP type. The distributions for old M1, area 3a, and the border zone are heavily skewed toward low amplitudes. Putative long-latency monosynaptic EPSPs elicited by new M1 were larger in amplitude than those from old M1, and polysynaptic EPSPs elicited by new M1 were larger in amplitude than those from old M1 and area 3a (p < 0.05, Kruskal–Wallis test; Bonferroni’s correction for multiple comparisons). There was no significant difference in the amplitude of polysynaptic EPSPs elicited from new M1 and the border region. Median and SE values for EPSP amplitudes are given in Table 2.

To generate an overall estimate of the overall importance of the three categories of EPSP from each cortical region, we calcu-
lated the amplitude × incidence; this is equivalent to finding the mean EPSP amplitude, including (as zeros) those sites that did not produce an effect (Zaaimi et al., 2012). These values are given in Table 3; percentages list the proportion of output from one area that was mediated by a given synaptic linkage. These values must be treated with caution. Anesthesia is likely to reduce the amplitude of polysynaptic effects by reducing the excitability of the interposed interneurons, and superimposed IPSPs are likely to have reduced apparent EPSP amplitudes. However, this table provides a useful summary of the relative importance of the different outputs to motoneurons as measured in our study.

Effect of muscle group innervated by motoneuron
Motoneurons were classified into four groups according to which nerves they could be antidromically activated from: upper arm extensors (radial nerve at the axilla but not deep radial), forearm flexors (median and ulnar nerve at the arm but not the wrist), forearm extensors (deep radial nerve), and intrinsic hand muscles (median and ulnar nerve at the wrist). The incidence of each type of EPSP response, amplitude of EPSP responses, and the amplitude × incidence in these different groups are shown in Figure 5. Upper arm extensors showed the lowest incidence of EPSPs after stimulation of any of the four cortical areas (11.3% of all single stimuli elicited EPSPs in upper arm extensors compared with 25.4% in forearm flexors, 22.6% in forearm extensors, and 35.8% in intrinsic hand muscles; \( \chi^2 \) test, \( p < 0.01 \). The EPSP amplitude after new M1 stimuli was also slightly lower for upper arm extensors across the three EPSP types, but this was not significant (Kruskal–Wallis test, \( p > 0.05 \)). Intrinsic hand muscles showed the highest incidence of fast monosynaptic EPSPs after new M1 stimuli, as might be expected from the known distal bias of the corticospinal pathway (Fritz et al., 1985). Note that this incidence does not relate to the overall proportion of forearm motoneurons with corticospinal tract connections, but reflects only the subset of inputs activated by the intracortical stimulus.

Conditioning of new M1 stimuli
Polysynaptic EPSPs from old M1, area 3a, and the border region could be mediated by several candidate pathways. The simplest routes for disynaptic coupling would involve either (1) direct activation of local corticospinal outputs followed by transsynaptic activation of segmental or propriospinal premotor interneurons in the spinal cord (Alstermark et al., 1999; Riddle and Baker, 2010; Takei and Seki, 2010) or (2) direct activation of corticocortical connections to new M1 followed by transsynaptic activation of corticospinal neurons with monosynaptic connections to motoneurons (Shimazu et al., 2004). We tested for the latter possibility using a conditioning paradigm.

Motoneurons were chosen for conditioning if they responded with a monosynaptic EPSP after stimulation of new M1. The new M1 stimulus was then conditioned by prior stimulation of an electrode in old M1, area 3a, or the border zone, with interstimulus intervals between 1 and 9 ms. We reasoned that if some of the response from the conditioning electrode was mediated by cells at the new M1 site, we would see changes in the monosynaptic new M1 response when conditioned. Only a small number of motoneuron recordings were stable enough to permit this experiment. The conditioning electrode produced a putative long-latency monosynaptic response (\( n = 6 \)), polysynaptic response (\( n = 5 \)), or no significant response (\( n = 5 \)) when stimulated alone. We compared the actual conditioned response to what we would expect from a linear summation of the responses produced by test and conditioning stimuli alone using a Monte Carlo resampling procedure (see Materials and Methods).

Figure 6A shows an example recording from a single motoneuron. In this case, the conditioning stimulus was given to old M1, and when delivered alone, it produced a putative long-latency monosynaptic response. The overlain traces
show average responses for the combined stimuli (red) and the linear sum of responses to new M1 and conditioning stimulus when given alone (black; with 95% confidence intervals in gray). Five different interstimulus intervals are illustrated in the different columns of Figure 6A. For this example, the monosynaptic response from new M1 was smaller than expected at intervals of 1 and 3 ms (compare red trace with the gray shaded area). A second example is shown in Figure 6B for a conditioning electrode in area 3a that produced a polysynaptic response when given alone. In this case, the monosynaptic response from new M1 was increased by the conditioning stimulus for all but the shortest interval tested.

Figure 6C shows the percentage change in amplitude of individual responses, measured as described in Materials and Methods so that negative values indicate suppression and positive values facilitation. Filled symbols mark changes that were individually significant; the color of the points indicates the nature of the response from the conditioning electrode alone. Because of the small numbers of recordings available, results from old M1, area 3a, and the border region conditioning electrodes have been combined in Figure 6C. When the conditioning electrode generated putative long-latency monosynaptic or no response when stimulated alone, in almost all cases its effect on the new M1 monosynaptic response was suppression. By contrast, when the conditioning electrode generated polysynaptic responses when stimulated alone, the effects on the new M1 monosynaptic response were a mixture of suppression and facilitation. All significant facilitations seen in this case were generated in the same motoneuron, from two different area 3a stimulating electrodes.

Figure 6D shows the average change at a given interstimulus interval and conditioning response category; error bars represent the SEM. None of the average effects in Figure 6D were significantly different from zero (t-test, \( p < 0.05 \) with Bonferroni’s correction for multiple comparisons), possibly reflecting the limited size of the dataset.

Pyramidal tract neuron conduction velocity
A major finding of this study is that old M1 appears to produce monosynaptic input to motoneurons over more slowly conducting fibers than new M1. It was, therefore, of interest to compare the conduction velocities of PTNs in the two M1 subdivisions, using an extensive dataset compiled from our previous work. Over 10 animals, recordings from 641 PTNs were available, of which 297 cells were classified as being in new M1 and 344 cells in old M1 based on the recording depth (see Materials and Methods). Figure 7A presents the distribution of the antidromic latencies as cumulative probability curves; the distribution is clearly shifted toward slower latencies for old M1 (mean antidromic latency of 1.33 and 1.53 ms for new M1 and old M1, respectively; \( p < 2 \times 10^{-5} \), Wilcoxon test). These latencies were converted to conduction velocities using an estimated conduction distance of 47 mm (Humphrey and Corrie, 1978; Firmin et al., 2014); the distribution of conduction velocities is shown in Figure 7B.

It is well known that extracellular recordings exhibit a recording bias, with larger cells (having faster conducting axons) being over-represented (Firmin et al., 2014). Humphrey and Corrie (1978) proposed a means to correct for this bias by multiplying the observed fraction of cells at a given velocity \( v \) by \( v^{-3/2} \), although even this does not account for the failure to observe very slowly conducting fibers (Firmin et al., 2014). Figure 7C presents the distributions corrected using this approach. The estimated mean conduction velocity was 30.4 m/s for new M1 compared with 26.3 m/s for old M1.
Discussion
Determining the likely synaptic basis of later responses
All recordings in this study were made under anesthesia, which could render interneurons excitatory and prevent the detection of disynaptic effects (Alstermark et al., 1999); the reported relative proportions of monosynaptic and polysynaptic responses must, therefore, be treated with caution. However, if polysynaptic effects were seen at all, there is no reason why anesthesia should prevent the generation of a subliminal fringe by the first shock and subsequent response augmentation and latency shortening after subsequent stimuli. Anesthesia is thus unlikely to have led to the erroneous classification of polysynaptic effects as monosynaptic.

For polysynaptic effects, we cannot determine where the interposed interneuron may lie. If it is within the spinal cord, the location could be either within the same segment as the target motoneurons (Riddle and Baker, 2010) or more rostral at C3–C4 (a propriospinal interneuron; Isa et al., 2006). Another possibility is within the cortex itself: these responses could be mediated by cortico-motoneuronal outputs from new M1 activated via intracortical axons. In this case, the “polysynaptic” EPSPs would be monosynaptic at the segmental level, but in response to the I1 corticospinal volley. We investigated this by conditioning stimuli in new M1 with preceding stimulation of old M1 or area 3a sites. Where the conditioning stimulus generated either a monosynaptic or no response in motoneurons, the effect on the new M1 response tended to be suppression, presumably reflecting a diffuse tendency for inhibition comparable to the “short-interval intracortical inhibition” reported for pairs of transcranial magnetic stimuli (Kujirai et al., 1993). When the conditioning stimulus generated a polysynaptic response in motoneurons, some instances of facilitation were seen (Fig. 6C). This is consistent with at least part of the polysynaptic responses passing via new M1; this is similar to previous findings in premotor area F5 (Shimazu et al., 2004).

Relation to previous work
Outputs from new M1 and area 3a were very different: area 3a yielded few monosynaptic responses, whereas new M1 stimulation generated many fast and long-latency monosynaptic effects. Electodes at the area 3a/M1 border gave intermediate effects. This may reflect a genuine transition zone with outputs reflecting aspects of both new M1 and 3a organization. However, the stimulus used (300 μA) will excite cells up to 0.5 mm from the electrode tip [Stoney et al. (1968), formula in their Fig. 8]. Current spread from border zone sites probably, therefore, led to simultaneous activation of both areas.

The average conduction velocity is higher for corticospinal axons from M1 than from nonprimary motor (Firmin et al., 2014) or somatosensory (Widener and Cheney, 1997; Witham and Baker, 2007) cortex. The largest corticospinal neurons in M1 are bigger than in somatosensory cortex (Murray and Coulter, 1981; Rathelot and Strick, 2006), also agreeing with faster output from M1. The dearth of fast corticospinal axons leaving area 3a would explain why we saw no fast monosynaptic effects after stimulation. The smaller D-wave volley elicited from old M1 compared with new M1 stimulation (Table 1) is consistent with fewer of the fastest corticospinal axons originating in old M1, which we confirmed in a large dataset of antidromically activated PTNs (Fig. 7). There was, however, considerable overlap between old M1 and new M1 PTN conduction velocities. The lack of fast monosynaptic effects from old M1 probably, therefore, reflects not just the distribution of axon velocities but also a selective failure of the fastest axons to make cortico-motoneuronal synapses.

Rathelot and Strick (2006, 2009) mapped cortico-motoneuronal cells using retrograde trans-synaptic transport of rabies virus; labeled cells were almost exclusively within new M1 and area 3a. They suggested that CM cells in area 3a may project to fusimotor (γ) motoneurons, since intracortical microstimulation within 3a does not reliably generate muscle twitches (although see Wannier et al., 1991; Widener and Cheney, 1997). In our recordings, a monosynaptic EPSP followed area 3a stimulation in only 0.9% of motoneurons; all such effects were at long
latency, consistent with the lack of the largest CM cell bodies (>50 μm) within area 3a (Rathelot and Strick, 2006). Our results thus agree broadly with the conclusion of Rathelot and Strick (2006, 2009) that the majority of CM outflow from 3a does not target α motoneurons.

Although we found no fast monosynaptic effects after stimulation of old M1, putative long-latency monosynaptic potentials were observed (Fig. 3B,D). By contrast, Rathelot and Strick (2006, 2009) found almost no CM cells within old M1. One possible explanation is that the trans-synaptic transport of rabies virus was selective for some feature that distinguished new M1 from old M1 CM cells. It does not seem that such selection could be on the basis of conduction velocity, since Rathelot and Strick (2006) reported a wide range of labeled cell sizes within new M1, consistent with rabies infection of slow as well as fast axons. An alternative possibility is that CM connections from old M1 target distal dendrites of motoneurons and that the rabies virus is less efficient at crossing synapses on these distal extremities. In agreement with this, published micrographs of infected neurons often show rabies labeling in proximal dendrites but do not appear to reveal the entire dendritic tree (Ugolini, 2010). Yoshino-Saito et al. (2010) injected anterograde tracer (BDA) into new M1 or old M1 and found that only new M1 injections labeled significant numbers of corticospinal terminals around the motoneuron cell bodies in lamina IX. Any CM connections from old M1 would, therefore, have to occur on distal motoneuron dendrites outside lamina IX. Although distributions were overlapping, the putative long-latency monosynaptic responses had significantly longer rise times than the short-latency monosynaptic potentials (Fig. 2F,G), which would be consistent with a location more distally on the dendrites (Jack et al., 1971).

This situation is reminiscent of previous work in two species of New World monkey. Although the cebus monkey has corticospinal terminals in lamina IX, the less dexterous squirrel monkey does not (Bortoff and Strick, 1993). A subsequent electrophysiological study found monosynaptic EPSPs in squirrel monkey motoneurons after stimulation of the medullary pyramid (Maier et al., 1997), but these had low amplitude and slow rise time, consistent with mediation via synapses on distal dendrites. In the present work, 78% of putative long-latency monosynaptic effects from old M1 were smaller than 0.3 mV, whereas 63% of such effects from new M1 were larger than this value. The lower amplitude is compatible with a more distal synaptic location. A comparison of rise times between putative long-latency monosynaptic effects in old M1 and new M1 revealed no significant difference (1.59 ± 0.11 ms vs. 1.70 ± 0.09 ms; p > 0.05, Wilcoxon rank sum test).

### Implications for control of primate movements

An important conclusion of Rathelot and Strick (2006, 2009) was that macaque M1 could be divided into two functionally distinct regions, with different access to spinal motoneurons. Other work proposed a similar division of M1 on different criteria (Tanji and Wise, 1981; Strick and Preston, 1982a,b; Geyer et al., 1996). Our results support this notion but qualify it. Rather than old M1 controlling motoneurons only via spinal interneuron relays, we suggest that it does have CM connections. However, these are quantitatively different from those made by new M1, with slower conduction and lower-amplitude EPSPs. Rather than seeing old M1 as the homolog of nonprimate M1 that lacks CM outflow, we see it as comparable to M1 in New World primates such as the squirrel monkey. The evolutionary development of new M1 in Old World monkeys then marks merely the next stage of placing motoneurons under ever more direct control of the cortex, leading to perisomatic corticospinal terminals among the motor nuclei.

While it is tempting to focus on the monosynaptic CM connections, importantly all cortical areas investigated here produced polysynaptic effects in motoneurons. As noted above, these could be mediated via subcortical interneurons or intracortical connections to the fast CM cells of new M1. Our finding of widespread polysynaptic effects after focal stimuli in the cortex contrasts sharply with the lack of non-monosynaptic responses in motoneurons after stimulation of the pyramidal tract in the medulla (Maier et al., 1998; Olivier et al., 2001). Alstermark et al. (1999) suggested that mass stimulation of the whole tract may recruit both excitatory and inhibitory disynaptic circuits, leading to no observable effect. A focal cortical stimulus may, in contrast, excite a functionally homogeneous circuit, producing consistent disynaptic excitation of the target motoneurons. It is known that spinal interneurons at both segmental (Takii and Seki, 2010) and propriospinal (Kinoshi et al., 2012) levels are involved in control of fine hand function and that these receive corticospinal input (Isa et al., 2006; Riddle and Baker, 2010), probably from both old and new M1 (Yoshino-Saito et al., 2010). In addition, reticulospinal cells located in the brainstem receive input from old M1 (Keizer and Kuypers, 1989) and project to motoneurons (Riddle et al., 2009); reticular formation cells also modulate their discharge during fine hand control (Soteropoulos et al., 2012). The relative importance of these outputs versus the slow CM projections from old M1 is unknown.

The diversity of routes by which motor commands can travel from motor areas of the cortex to motoneurons can be exploited after brain lesions, such as occur after a stroke, as it allows the motor system to reconfigure to rely on surviving pathways (Baker et al., 2015). However, in most clinical situations, old M1 and new M1 are likely to be damaged in tandem (e.g., middle cerebral artery stroke), or their corticospinal outputs interrupted similarly (e.g., in spinal cord injury). Unfortunately, the division between these areas is thus unlikely to provide alternative pathways that could be exploited to aid functional recovery.
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