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Abstract. Structured occurrence nets (SONs) are a Petri net based formalism for portraying the behaviour of complex evolving systems. The concept extends that of occurrence nets – a formalism that can be used to record causality and concurrency information concerning a single execution of a system. In SONs, multiple occurrence nets are combined by various types of relationships. In particular, relationships are included that enable the representation of dependencies between communicating and evolving sub-systems. In this paper, we introduce a tool for editing, simulating, and analysing SONs. The present version deals with three of the various types of abstractions that have been defined for SONs.

1 Introduction

The concept of structured occurrence nets (SONs) [7,14,13] is an extension of occurrence nets [3]. Occurrence Nets are directed acyclic graphs that represent causality and concurrency information concerning a single execution of a system. The SON formalism has been introduced to enable the portrayal of the behaviours of complex evolving systems. Such systems generally consist of a large number of sub-systems which may proceed concurrently and interact with each other while their behaviour is subject to modification by other sub-systems. The design and behaviour of such systems can be highly complex due to their intricate dependencies, and a large number of recordable events and system state information.

The underlying idea of a SON is to combine multiple related occurrence nets by using various formal relationships, in particular, in order to express dependencies between interacting and evolving systems. By means of these relations, a SON is able to portray a more explicit view of system evolution, involving various types of communication, system upgrades, reconfigurations and replacements, that allows one to exploit the behavioural knowledge of a complex evolving system.

Communication structured occurrence nets (CSONs) are the fundamental variant of structured occurrence nets that has the capability of providing a meaning of the synchronous interaction between communicating systems. Intuitively, a CSON combines two or more occurrence nets into a single structure.
by letting them communicate via two special relationships, viz., synchronous and asynchronous communications. The former implies that a sender waits for an acknowledgement of a message before proceeding, while in the latter the sender proceeds without waiting.

Behavioural structured occurrence nets (bSONs) convey information about the evolution of individual systems. A system in bSON has a two-level view of its execution history: the structure at a lower level provides the details of its abstract behaviour represented at an upper level. The abstract (behavioural) relations between two different levels show their consistent dependencies. Figure 1 shows a simple example of bSON in a (off-line) system update. The upper level represents a version change caused by an update event. The lower level provides a detailed behaviour of the system before and after the update. The dashed lines between the two levels are used to capture the relevant relationships between the two types of behaviours. (The update portrayed is termed “offline”, in contrast to an online update, such as would be exemplified in the Figure if the final state of ON₁ were also the initial state of ON₂.)

![Fig. 1. A bSON example portraying (off-line) system update.](image-url)

Recognising the need for a tool to support the construction and analysis of structured occurrence nets, we have developed SONCraft — an open source tool for SON visualisation, verification, and model analysis. The tool is implemented as a Java plug-in to the Workcraft platform [12] - a flexible framework for the development and analysis of Interpreted Graph Models [11]. SONCraft provides a user-friendly graphical interface that facilitates model entry, supports interactive visual simulation, and allows the use of a set of model checking tools.

The present paper has two parts. The first part discusses the basic concepts and several important properties of SONs. We propose a new causal relation for bSONs which captures the dependencies between events in different levels. Moreover, we define execution semantics of SONs which can be used for a step by step simulation. The second part of the paper outlines SONCraft and describes a set of algorithms used in the implemented analysis tools.
The rest of the paper is organised as follows. In Section 2 we recall the main notions concerning occurrence nets. Sections 3 and 4 present the concepts and properties of cson$s$ and bson$s$, respectively. Section 5 outlines the SONCraft framework and describes additional tools that have been added for model checking and simulation. Section 6 concludes the paper.

2 Occurrence Nets

In this section, we first introduce the concept of occurrence nets, and then recall from [7] several notions and properties based on the structure of occurrence nets.

Occurrence nets are directed acyclic graphs used to record dependencies between events in a single execution of a concurrent system. One can derive an occurrence net in two different ways: (i) as a process underpinning a run of a standard Petri net, e.g., place/transition net (pt-net); or (ii) as a direct representation of an actual or imagined system’s execution history (such a system may involve not only computer components, but also components and systems involving people and physical processes). Thus, only information about concurrency and causality between events and visited local states is represented, and the underlying mathematical structure is that of a partial order.

An occurrence net is a finite triple on = \((C, E, F)\), where \(C\) and \(E\) are disjoint sets of respectively conditions and events (collectively referred to as the nodes), and \(F \subseteq (C \times E) \cup (E \times C)\) is the flow relation. The inputs and outputs of a node \(x\) are respectively defined as \(\cdot x = \{y \mid (y, x) \in F\}\) and \(x^\bullet = \{y \mid (x, y) \in F\}\). It is also assumed that the following are satisfied:

- For all \(c \in C\) and \(e \in E\): \(|\cdot e| \leq 1\), \(|e^\bullet| \leq 1\), \(|\cdot e| \geq 1\), and \(|e^\bullet| \geq 1\).
- The causality relation \(\prec\) over \(E\) is acyclic, where \(c \prec f\) if there is \(c \in \cdot e \cap e^\bullet\).

\(M_0^\text{on} = \{c \in C \mid \cdot c = \emptyset\}\) is the initial marking of on (in general, a marking is any set of conditions).

To summarise, an occurrence net is a direct acyclic graph, which consists of conditions, events, and arcs. Each arc runs from a source condition to a destination event, or from a source event to a destination condition; the source node (condition or event) is termed an input of the destination node (event or condition respectively), and the destination node is termed an output of the source node. Each condition has at most one input event and at most one output event; and each event has at least one input condition and at least one output condition. Moreover, the set of all conditions with no input events is the initial marking (denoted by \(\text{Init}\) or \(M_0^\text{on}\)), and the set of all conditions with no output events is the final marking (denoted by \(\text{Fin}\)).

Two nodes, \(x\) and \(y\), are causally related if \((x, y) \in F^+\) or \((y, x) \in F^+\); otherwise they are concurrent. A co-set is a set \(B \subseteq C\) comprising pairwise concurrent conditions. Moreover, a cut is any maximal (w.r.t. \(\subseteq\)) co-set.
Next we recall notions and properties concerning occurrence nets which are useful in the rest of the this paper. In this paper, if a variant of SONs is clear from the context, we will write the corresponding initial marking as \( M_0 \).

Given an initial marking, the execution of an occurrence net proceeds by the occurrence (or firing) of sets of events. The firing rule below specifies the conditions under which a marking enables a set of events (called a step), and how the firing of the events changes the current marking.

**Definition 1 (ON firing rule).** Let ON = \((C, E, F)\) be an occurrence net, \( M \) be a marking, and \( U \) be a step of ON.

1. \( U \) is ON-enabled at \( M \) if \( \bullet e \subseteq M \), for every \( e \in U \).
2. If \( U \) is ON-enabled at \( M \), then \( U \) can be fired and produce a new marking \( M' \) given by \( M' = (M \setminus \bullet U) \cup U^* \), where \( U^* = \bigcup_{e \in U} e^* \).

This is denoted by \( M[U]_{\text{on}} M' \).

A step sequence of ON is a sequence \( \lambda = U_1 \ldots U_n \) \((n \geq 0)\) of steps such that there exist markings \( M_1, \ldots, M_n \) satisfying:

\[
M_{\text{on}}[U_1]_{\text{on}} M_1, \ldots, M_{n-1}[U_n]_{\text{on}} M_n.
\]

The reachable markings of ON are defined as the smallest \((\text{w.r.t. } \subseteq)\) set \( \text{reach}(\text{ON}) \) containing \( M_{\text{on}} \) and such that if there is a marking \( M \in \text{reach}(\text{ON}) \) and \( M[U]_{\text{on}} M' \), for a step \( U \) and a marking \( M' \), then \( M' \in \text{reach}(\text{ON}) \).

**Proposition 1.** (see [7]) Given a step sequence of ON defined by (1), we have that:

1. If \( i \neq j \) then \( U_i \cap U_j = \emptyset \), i.e., no event occurs more than once.
2. There is a step sequence involving all the events in \( E \).
3. \( \text{Fin} = M_n \) iff \( E = U_1 \cup \cdots \cup U_n \), i.e., each event of \( E \) has occurred.
4. If \( i \geq j \) then \( (U_i \times U_j) \cap \prec^* = \emptyset \), i.e., the causal predecessors of an event can never be executed after or together with that event.

Figure 2 shows an occurrence net – conditions are represented by circles and events are represented by boxes. The initial marking is \( \{c_0\} \) which is indicated by showing a token inside the starting condition. A possible step sequence is \( \lambda = \{c_0\} \{c_1, c_2\} \{c_3\} \). One can observe that the corresponding sequence of markings starts with the Init = \( \{c_0\} \) and ends with \( \text{Fin} = \{c_5\} \). Moreover, there are five cuts: \( \{c_0\}, \{c_1, c_2\}, \{c_1, c_4\}, \{c_3, c_4\}, \{c_2, c_3\}, \{c_3\} \) (the dashed lines in the figure indicates three of them).

A phase of ON is a non-empty set of conditions \( \pi \subseteq C \) such that the set \( \text{Min}_\pi \subseteq \pi \) of the minimal conditions of \( \pi \) (w.r.t. \( F^+ \)) is a cut; the set \( \text{Max}_\pi \subseteq \pi \) of the maximal conditions of \( \pi \) (w.r.t. \( F^+ \)) is a cut; and \( \pi \) comprises all conditions \( c \in C \) for which there are \( b \in \text{Min}_\pi \) and \( d \in \text{Max}_\pi \) satisfying \( (b, c) \in F^* \) and \( (c, d) \in F^* \). Moreover, a phase decomposition of ON is a sequence \( \pi_1 \ldots \pi_m \) of
phases of the occurrence net such that \( \text{Init} = \text{Min}_{\pi_1} \), \( \text{Max}_{\pi_i} = \text{Min}_{\pi_{i+1}} \) (for \( i \leq m-1 \)), and \( \text{Max}_{\pi_m} = \text{Fin} \).

The phase is a fragment of the ON beginning with a cut and ending with a cut which follows it in the causal sense, including all the conditions occurring between these two cuts. A **phase decomposition** is a sequence of phases from the initial state to the final state, and whenever one phase ends, its maximal cut is the start point of the successive one (minimal cut). As an example, the ON in Figure 2 has been divided into two phases by the three depicted cuts. The corresponding phase decomposition is \( \pi_1 \pi_2 = \{c_0, c_1, c_2, c_4\}\{c_1, c_3, c_4, c_5\} \).

### 3 Communication Structured Occurrence Nets

Communication structured occurrence nets (CSONs) are able to portray different kinds of communication between separate systems. It will usually be the case that if an occurrence net in fact represents the combined activity of several interacting systems, it will be beneficial to split the model into a set of component occurrence nets, and create specific devices to represent communication between the component occurrence nets (subsystems). In the model we are interested in, communication can be synchronous or asynchronous.

A CSON is composed of a set of component ONs representing separate subsystems. When it is determined that there is a potential for an interaction between subsystems, asynchronous or synchronous communication link can be made between events in different ONs via a special element called a *channel place*, portrayed graphically by a bold circle. The communication relations were represented by a directed dashed line between two events in the original definition of CSONs [7]. The notion of a channel place, which was introduced in [6], is a more flexible means of representing such relations. The new notion can be used to implement the causality expressed through the communication arcs in CSONs.

Two events involved in a synchronous communication link must be executed simultaneously. On the other hand, events involved in an asynchronous communication can be either executed simultaneously, or one after the other.
Definition 2 (CSON). A communication structured occurrence net (CSON) is a tuple
\[
\text{CSON} = (\text{ON}_1, \ldots, \text{ON}_k, Q, W)
\]
such that \( \text{ON}_i = (C_i, E_i, F_i) \) for \( i = 1, \ldots, k \) are occurrence nets (below we denote by \( C = \bigcup_{i=1}^{k} C_i \), \( E = \bigcup_{i=1}^{k} E_i \) and \( F = \bigcup_{i=1}^{k} F_i \)), \( Q \) is a set of channel places; and \( W \subseteq (E \times Q) \cup (Q \times E) \) are the arcs between the channel places and events. It is further assumed that:

1. The \( \text{ON}_i \)'s and \( Q \) are mutually disjoint.
2. The sets of input and output events of \( q \in Q \),
   \[
   \bullet q = \{ e \in E \mid (e, q) \in W \} \quad \text{and} \quad q^\bullet = \{ e \in E \mid (q, e) \in W \},
   \]
   belong to distinct component \( \text{ON}_i \)'s; and moreover, \( |\bullet q| = 1 \) and \( |q^\bullet| \leq 1 \).
3. The relation
   \[
   (\sqcup \cup \prec)^* \circ \prec \circ (\prec \cup \sqcup)^*
   \]
   over \( E \) is irreflexive, where:
   - \( e \prec f \) if there is \( c \in C \) with \( c \in e^* \cap f \);
   - \( e \sqsubseteq f \) if there is \( q \in Q \) with \( q \in e^* \cap f \).

In Definition 3(2), we use the relation \( \sqcup \) (weak causality) to represent a/synchronous communication between two events (see [5]). Intuitively, the original causality relation \( \prec \) represents the ‘earlier than’ relationship on the events, and \( \sqsubseteq \) represents the ‘not later than’ relationship. The input and output sets of a node in CSON are also extended to include channel places with the relation \( W \). In order to ensure that the resulting causal dependencies remain consistent, in (2) we require the acyclicity of not only each component occurrence net but also any path involving \( \prec \).

The initial marking \( M_{\text{CSON}}^0 \) of a CSON is the union of \( M_{\text{ON}_1}^0, \ldots, M_{\text{ON}_k}^0 \) (in this paper we assume there is no channel place in \( M_{\text{CSON}}^0 \)). In general, a marking in CSON is a set of conditions and channel places. A step in CSON is a set of events which may come from one or more component occurrence nets.

Definition 3 (CSON firing rule). Let \( \text{CSON} \) be a communication structured occurrence net as in Definition 2, \( M \) be a marking, and \( U \) be a step of \( \text{CSON} \).

1. \( U \) is \( \text{CSON}-\)enabled at \( M \) if \( (\bullet U \setminus U^*) \subseteq M \).
2. If \( U \) is \( \text{CSON}-\)enabled at \( M \), then \( U \) can be fired and produce a new marking \( M' \) is given by:
   \[
   M' = (M \cup U^*) \setminus \bullet U.
   \]
   This is denoted by \( M[U]_{\text{CSON}}^M \).

The step sequences and reachable markings of CSON are then defined similarly as for an occurrence net.

The firing rule above means that a step \( U \) involving synchronous behaviour can use not only the tokens that are already available in channel places at marking \( M \), but also can use the tokens deposited there by events from \( U \) during the execution of \( U \). In this way, events from \( U \) can ‘help’ each other individually.
and synchronously pass resources (tokens) among themselves. Thus, in contrast to the step sequence of an occurrence net, where a step consists of a number of enabled events, the execution of a step in a CSON (i.e., $M[U]M'$) may involve synchronous communications, where events execute simultaneously and behave as a transaction. Such a mode of execution is strictly more expressive than that used in ONs.

![Figure 3. A CSON with two interacting occurrence nets.](image)

Figure 3 shows a CSON which consists of two interacting occurrence nets connected by three channel places (represented by circles with thick edges). The thick dashed lines indicate the flow relation $W$. The connection between events $f_0$ and $e_0$ is an asynchronous communication, which means that $e_0$ cannot happen before $f_0$. Events $f_1$ and $e_1$ are connected by a pair of empty channel places, $q_1$ and $q_2$, forming a cycle. Such a cycle does not violate CSON’s acyclicity because it involves only weak causality, but the two connected events can only be executed synchronously. The channel places $q_1$ and $q_2$ will be filled and emptied synchronously when both $f_1$ and $e_1$ participate in a step being fired. Therefore, a possible step sequence of this CSON is $\lambda = \{f_0\} \{e_0\} \{f_1, e_1\}$

**Definition 4 (sync-cycle).** Let CSON be a communication structured occurrence net as in Definition 2.

A sync-cycle of CSON is a maximal nonempty set of events $S \subseteq E$ such that for all distinct $e, f \in S$, $(e, f) \in W^+$. The set of all sync-cycles of CSON will be denoted by $SC_{CSON}$.

A channel place $q$ is synchronous if there exist a sync-cycle $S \in SC_{CSON}$ such that $q \in S^* \cap S^*$. Otherwise, $q$ is asynchronous.

The notion of a sync-cycle captures the idea of a synchronous communication involving a maximal number of sub-systems. Its events graphically form a weak causal cycle connected by synchronous channel places.

We first show that there is no reachable marking which includes synchronous channel places.

**Proposition 2.** Let CSON be a communication structured occurrence net as in Definition 2, and $Q^s$ be its synchronous channel places. Then $Q^s \cap M = \emptyset$, for every reachable marking $M \in \text{reach}(CSON)$. 

Proof. By the definition of cson, we have \( Q^s \cap M_0^{cson} = \emptyset \). Hence, it suffices to show that if \( M \in \text{reach}(cson) \) is such that \( Q^s \cap M = \emptyset \), and \( M' \) and \( U \) are such that \( M[U]_{cson} M' \), then \( Q^s \cap M' = \emptyset \).

Suppose \( q \in Q^s \) is such that \( q \in M' \). Then there is a sync-cycle \( S \in SC^{cson} \) and \( e, f \in S \) such that \( q \in e^* \cap f^* \). By Definition 4, there is a sequence \( e_0 q_0 e_1 \ldots e_{m-1} q_{m-1} e_m \) such that \( e_0 = f \), \( e_m = e \) and \( q_i \in e_i^* \cap e_{i+1}^* \), for \( i < m \). We also recall that \( |q_i^*| = |q_i| \), for every \( i < m \).

Since \( q \in M' \), we have \( f = e_0 \notin U \). Hence, since \( q_0 \notin M \), we have \( e_1 \notin U \). By proceeding \( k \) times in this way, we obtain \( e_m = e \notin U \). This and \( q \notin M' \), a contradiction. As a result, \( Q^s \cap M' = \emptyset \). \( \Box \)

The next result implies that all events in a sync-cycle are always enabled and fired simultaneously.

**Proposition 3.** Let cson be a communication structured occurrence net as in Definition 2, \( S \in SC^{cson} \) be a sync-cycle, and \( U \) be a step enabled at a reachable marking \( M \in \text{reach}(cson) \). Then \( e \in U \iff f \in U \), for all \( e, f \in S \).

**Proof.** Follows from Proposition 2, Definition 4, and the definition of an enabled step. \( \Box \)

Consider the cson in Figure 4. One can observe there are two sync-cycles Sync-cycle \( \{ e_0, f_0, g_0 \} \) in fact is composed of three asynchronous communications. The communication in any of two events is asynchronous. However, all three events can only fire in a single step. The run for the sync-cycle \( \{ e_1, f_1, g_1 \} \) is also simultaneous. Although it consists of two ‘component’ synchronous interactions, it is impossible to fire either of them individually \(^1\).

\(^1\) To simplify the representation, in rest of the paper we will use bold dashed lines without arcs to indicate any synchronous cycles linked directly between two events.
The following proposition addresses the minimal firing concerning asynchronous communication.

**Proposition 4.** Let cson be a communication structured occurrence net as in Definition 2, q be an asynchronous channel place, e and f be the input and output events of q respectively, M be a reachable marking, and U be a cson-enabled step at M. Then \( f \in U \) and \( q \notin M \) implies \( e \in U \).

**Proof.** Suppose that \( e \notin U \). From Definition 3(1), \( f \in U \) implies \( q \in M \), a contradiction. \( \square \)

In Figure 3, if \( e_0 \) is in U and \( q_0 \) is not marked, then the occurrences of \( e_0 \) and \( f_0 \) must happen together.

**Proposition 5 ([7]).** Let cson be a communication structured occurrence net as in Definition 2, and \( \lambda = U_1 \ldots U_n \) \((n \geq 0)\) be a step sequence of cson.

1. If \( i \neq j \) then \( U_i \cap U_j = \emptyset \), i.e., no event occurs more than once.
2. There is a step sequence involving all the events in E.
3. If \( i \geq j \) then \( (U_i \times U_j) \cap ((\preceq \cup \setminus)^* \circ \setminus \circ (\setminus \cup \preceq)^*) = \emptyset \), i.e., the causal predecessors of an event can never be executed after or together with that event.

## 4 Behavioural Structured Occurrence Nets

Behavioural structured occurrence nets (bsons) allow the activity of an evolving system to be modelled. They use a two-level view to represent an execution history, with the lower level providing details of its behaviours during the different evolution stages represented in the upper level view. Thus a bson gives information about the evolution of an individual system, and the phases of the overall activity are used to represent each successive stage of the evolution of this system.

### 4.1 Behavioural Structured Occurrence Nets

We first recall two relations in cson which extend the definitions of \( \preceq(x) \) and \( \post(x) \). Given a cson as in Definition 2 and \( e \in E \) be an event, the sets \( \preceq(e) \) and \( \post(e) \) respectively comprise all conditions \( c \in C \) satisfying \( (c,e) \in F \circ \setminus^* \) and \( (e,c) \in \setminus^* \circ F \). Intuitively, the new relations capture weak causal chains passing through the events in different occurrence nets. For example, the new relationships in Figure 3 are:

\[
\begin{align*}
\preceq(f_0) &= \{b_0\} \\
\preceq(f_1) &= \{b_1, c_1\} \\
\preceq(e_0) &= \{b_0, c_0\} \\
\preceq(e_1) &= \{c_1\} \\
\post(f_0) &= \{c_1, b_1\} \\
\post(f_1) &= \{b_2, c_2\} \\
\post(e_0) &= \{c_1\} \\
\post(e_1) &= \{b_2, c_2\}.
\end{align*}
\]

\(^2\) In this section, we will use notations \( \preceq(x) \) and \( \post(x) \) instead of ‘dot’ to represent input and output for the purpose of clarity.
We now introduce the BSON concept by using the notions above, and by generalising the definition of [7]. Below we assume that an occurrence net $\mathcal{O}N$ is line-like if $|M_0^{\mathcal{O}N}| = 1$ and $|e^*| = |e| = 1$, for every event $e$. Such an occurrence net can be represented in a unique way by a chain $\xi_{\mathcal{O}N} = e_1e_2\ldots e_{l-1}e_l$ of alternating (all) conditions and (all) events satisfying $e_i = \{e_i\}$ and $e_i = \{e_{i+1}\}$, for every $i < l$.

A BSON consists of two CSONs linked by behavioural relation $\beta$. The CSON which all of whose component occurrence nets are line-like and all the conditions and (all) events satisfying $e_i = \{e_i\}$ and $e_i = \{e_{i+1}\}$, for every $i < l$.

A behavioural structured occurrence net (or BSON) is a tuple

\[
\text{BSON} = (\text{CSON}, \text{CSON}^\dagger, \beta)
\]

such that $\beta \subseteq C \times C^\dagger$. It is assumed that the following hold:

1. For every $\mathcal{O}N_i$, there exists exactly one $\mathcal{O}N^\dagger_j$ satisfying $\beta(C_i) \cap C^\dagger_j \neq \emptyset$.
2. For every $\mathcal{O}N^\dagger_j$ represented by a chain $\xi_{\mathcal{O}N^\dagger_j} = e_1e_2\ldots e_{l-1}e_l$, the sequence $\pi_1\pi_2\ldots \pi_l = \beta^{-1}(c_1)\beta^{-1}(c_1)\ldots \beta^{-1}(c_l)$ is a concatenation of phase decompositions of different occurrence nets in CSON. We also denote, for all $e_j$ and $e_j$ occurring in the chain $\xi_{\mathcal{O}N^\dagger_j}$, $\pi(e_j) = \pi_j$, and

\[
\text{before}(e_j) = \text{pre}(\text{Max}_{\beta^{-1}(\text{pre}(e_j))} \times \{e_j\} \cup \{e_j\} \times \text{post}(\text{Min}_{\beta^{-1}(\text{post}(e_j))})
\]

3. The relation

\[
(\sqcup \cup < \sqcup <)^* \circ (\sqcup \sqcup <) \circ (\sqcup \sqcup \sqcup <)^*
\]

over $E \cup E^\dagger$ is irreflexive, where:

- $e \prec f$ if there is $c \in C \cup C^\dagger$ with $c \in e^* \cap f$;
- $e \sqcup f$ if there is $q \in Q \cup Q^\dagger$ with $q \in e^* \cap f$; and
- $e < f$ if $(e, f) \in \bigcup_{e^* \in E^\dagger} \text{before}(e^*)$.

The initial marking $M_0^{\text{BSON}}$ of BSON is the initial marking of the CSON$^\dagger$ together the initial markings of all the $\mathcal{O}N_i$’s such that $\beta(M_0^{\mathcal{O}N}) \cap M_0^{\text{CSON}^\dagger} \neq \emptyset$. 

Definition 5(1) implies that each phase points to exactly one condition of the upper level ON, and Definition 5(2) means that each upper level condition maps to a single phase of a lower level ON. The ordering of the upper level conditions must match that of the phase decompositions of the lower level ON. before(e) captures some new causal dependencies between events coming from both levels of BSON. Intuitively, it represents the ‘happened before’ relationship on the events. In Definition 5(3) it is required that the new dependencies, together with the communication (i.e., ⊏) and ordinary causal relations (i.e., ≪), which are already present in the model are acyclic.

Note that in a BSON, the initial marking of a lower level ON may not belong to the initial marking of the BSON. Such a net may be ‘waiting’ for the firing of some events in other ONs. For the BSON in Figure 1, \{c_0\} is the initial marking of ON2 but it is not the initial marking of the BSON. \{c_0\} can be reached only if the ‘update’ event has happened.

Figure 5(a) shows a BSON example involving synchronous communications in both levels. The lower level cson consists of two interacting systems, ON1 and ON2. An information about their evolution is provided in the upper level by ON↑1 and ON↑2 respectively. The initial marking is \(M_0^{\text{BSON}} = \{a_0, b_0, c_0, d_0\}\). The related phase decompositions are as follow:

\[
\begin{align*}
\beta^{-1}(C_1) &= \beta^{-1}(a_0) \beta^{-1}(a_1) = \pi_1 \pi_2 = \{c_0, c_1\} \{c_1, c_2\}
\beta^{-1}(C_2) &= \beta^{-1}(b_0) \beta^{-1}(b_1) = \pi_3 \pi_4 = \{d_0, d_1\} \{d_1, d_2\}
\end{align*}
\]

where \(C_1\) and \(C_2\) are sets of conditions in ON↑1 and ON↑2 respectively. One can observe that the succession of the conditions in each upper ON corresponds to a valid phase decomposition in the lower ONs. For the phases \(\pi_1 \pi_2\) in ON↑1, we
have $\min_{\pi_1} = \{e_0\}, \max_{\pi_1} = \min_{\pi_2} = \{e_1\}$ and $\max_{\pi_2} = \{e_2\}$. Using the phase information and the relations captured by CSON, we obtain the before($e$) relations of two upper level events $e_0$ and $f_0$, as follows:

$$
\begin{align*}
\text{before}(e_0) &= \text{pre}(\max_{\beta^{-1}(\text{post}(e_0))) \times \{e_0\} \cup \{e_0\} \times \text{post}(\min_{\beta^{-1}(\text{post}(e_0)))} \\
&= (\text{pre}(\max_{\beta^{-1}(a_0)} \cup \text{pre}(\max_{\beta^{-1}(b_0)})) \times \{e_0\} \cup \{e_0\} \times (\text{post}(\min_{\beta^{-1}(a_1)}) \cup \text{post}(\min_{\beta^{-1}(b_1)})) \\
&= \text{pre}(\max_{\{c_0,c_1\}} \cup \text{pre}(\max_{\{d_0,d_1\}})) \times \{e_0\} \cup \{e_0\} \times (\text{post}(\min_{\{c_1,c_2\}} \cup \text{post}(\min_{\{d_1\}})) \\
&= (\text{pre}(c_1) \cup \text{pre}(d_1)) \times \{e_0\} \cup \{e_0\} \times (\text{post}(c_1) \cup \text{post}(d_1)) \\
&= \{g_0,h_0\} \times \{e_0\} \cup \{e_0\} \times \{g_1\} \\
&= \{(g_0,e_0),(h_0,e_0),(e_0,g_1)\} \\
\text{before}(f_0) &= \{g_0,h_0\} \times \{f_0\} \cup \{f_0\} \times \{g_1\} \\
&= \{(g_0,f_0),(h_0,f_0),(f_0,g_1)\} \,.
\end{align*}
$$

Thus, we have the following causal relationships (over events) for this BSON:

- **causality**: $\prec = \{(g_0,g_1)\}$
- **weak causality**: $\sqsubseteq = \{(e_0,f_0),(f_0,e_0),(g_0,h_0),(h_0,g_0)\}$
- **before**: $\sqsubset = \{(g_0,e_0),(e_0,g_1),(h_0,e_0),(g_0,f_0),(f_0,g_1),(h_0,f_0)\}$.

Figure 5(b) illustrates the above relationships diagrammatically. The solid lines represent the causal relations $\prec$; the bold dashed lines indicate the dependencies $\sqsubseteq$ captured by a/synchronous communications; and the dashed lines represent $\sqsubset$ relations. Intuitively, the meaning of $\sqsubset$ is that, for example, $g_0$ and $h_0$ must happen before $e_0$, while $g_1$ must happen after $e_0$, since the former two events belong to the pre-phase of $e_0$ while the latter one belong to the post-phase of $e_0$. We can observe from the diagram that this BSON satisfies the acyclicity conditions described in Definition 5(3).

**Remark 1.** A causal cycle in BSON in general involves occurrence nets in both levels. For instance, the model in Figure 6(a) is as in Figure 5(a) except for the synchronous communication in the lower level between $g_1$ and $h_0$. Such a model is not a valid BSON structure. The events $\{e_0,g_1,h_0,f_0\}$ form a causal cycle (see the relationships portrayed in Figure 6(b)). It indicates $e_0$ happens before $g_1$, and $h_0$ happens before $f_0$, but $\{e_0,f_0\}$ and $\{g_1,h_0\}$ must execute simultaneously due to synchronisation. As a result, none of them can be ever be executed. $\Box$

Next we define the BSON firing rule which takes care of the marking moving across different phases. Given a marking, there are three requirements to decide whether a step is BSON-enabled: (i) it is CSON-enabled (Definition 3); (ii) for each upper level event, the maximal conditions in the phase of its input condition is in the current marking; and (iii) for each lower level event, its corresponding upper level condition is in the current marking.
Below we assume that if \( e \in E \) is an event in an upper level \( ON^\uparrow \) (i.e., \( ON^\uparrow = (C, E, F) \)), then \( \pi(e) = \beta^{-1}(e \cap C) \) is the phase of the input condition of \( e \), and \( \pi(e') = \beta^{-1}(e' \cap C) \) is the phase of the output condition of \( e \). The markings and steps of BSON are defined similarly to those for CSON.

**Definition 6 (BSON firing rule).** Let BSON be as in Definition 5. \( M \subseteq C \cup C^\uparrow \) be a marking, and \( U \subseteq E \cup E^\uparrow \) be a step of BSON.

1. \( U \) is BSON-enabled at \( M \) if
   - \( (\cdot U \setminus U^\cdot) \subseteq M \), i.e., \( U \) is CSON-enabled;
   - \( \text{Max}_{\pi(\cdot)} \subseteq M \), for every \( e \in E^\uparrow \), i.e.,
   - \( \beta(e') \in M \), for every \( e' \in C \).

2. If \( U \) is BSON-enabled at \( M \), then \( U \) can be fired and produce a marking \( M' \) given by:

\[
M' = (M \setminus (\cdot U \cup \text{Max}_{\pi(\cdot)})) \cup U^\cdot \cup \text{Min}_{\pi(\cdot)}
\]

where \( \text{Max}_{\pi(\cdot)} = \bigcup_{e \in U} \text{Max}_{\pi(\cdot)} \) and \( \text{Min}_{\pi(\cdot)} = \bigcup_{e \in U} \text{Min}_{\pi(\cdot)} \). This is denoted by \( M[U]M' \).

The definitions of step sequences and reachable markings of BSON are similar to those for CSON.

For example, \( U_1U_2U_3 = \{g_0, h_0\}\{e_0, f_0\}\{g_1\} \) is a possible step sequence of the BSON in Figure 5: The only step \( U_1 \) enabled at the initial marking \( M_0 = \{a_0, b_0, c_0, d_0\} \) is \( U_1 = \{g_0, h_0\} \) since it is CSON-enabled as well as the corresponding upper level conditions \( (a_0 \text{ and } b_0) \) are marked. The firing of \( U_1 \) changes the marking to \( \{a_0, b_0, c_1, d_1\} \) which enables the step \( U_2 = \{e_0, f_0\} \) (note that the conditions in \( \text{Max}_{\pi}(\cdot e_0) = \{c_1\} \) and \( \text{Max}_{\pi}(\cdot f_0) = \{d_1\} \) are marked). The firing of \( U_2 \) produces \( \{a_1, b_1, c_1, d_1\} \) and also enables \( U_3 = \{g_1\} \) which produces the final marking \( \{a_1, b_1, c_2, d_1\} \).
The following result is a re-statement of Proposition 1. In particular, it explains the consistency between the temporal ordering of events involved in a step sequence and the relations provided by BSON.

**Proposition 6.** Given a step sequence of BSON $\lambda^{\text{BSON}} = U_1 \ldots U_n$ ($n \geq 0$), we have that:

1. If $i \neq j$ then $U_i \cap U_j = \emptyset$, i.e., no event occurs more than once.
2. There is a step sequence involving all the events in $E$.
3. If $i \geq j$ then $(U_i \times U_j) \cap ((\subset \cup < \cup \subset)^* \circ (\subset <)^* \circ (\subset \cup \subset)^*) = \emptyset$, i.e., the causal predecessors of an event can never be executed after or together with that event.

**Proof.** Similar to that in [7], after suitable adaptation to accommodate refinements introduced in this paper. \qed

5 Implementation

The visual editing of structured occurrence nets, their simulation, analysis and verification are the functionalities supported by the SONCraft toolkit. The tool is implemented as a Java plug-in within the Workcraft platform, which provides a flexible framework for the development and analysis of interpreted graph models. The platform is built using a plugin-based architecture and supports run-time scripting, which makes it easily extendible to new graph-based formalisms as well as analyses and verification methods. It also provides a GUI environment that facilitates model entry and supports interactive visual simulation, together with convenient “single-click” verification. So far several modules have been implemented and supported by the platform, including structured occurrence nets (SONCraft), Petri nets, and many other Petri net based formalisms, for example, STG [17] and CPOG [10]. A detailed SONCraft and Workcraft description and manuals can be found in [2, 9]. The present version of SONCraft deals with three types of relation that have been defined for SONS, named communication, behavioural and temporal abstractions.

This section presents an overview of the major features provided by SONCraft. We also describe algorithms implemented in the analysis tools.

5.1 Visualisation

The graphical interface of SONCraft is depicted in Figure 7. The Main menu provides the functions to manage, edit and analyse models. For example, the Tools menu provides a set of user-friendly analysis tools for model checking; and there is a vector graphics export function in File menu (all the SON models shown

\footnote{Temporal abstraction ($t_{\text{SON}}$) is used to define atomic actions in a system, i.e., actions that appear to be instantaneous to their environment. A detailed description of $t_{\text{SON}}$ can be found in [7].}
in this paper were imported directly from SONCraft with minimal modification). The Editor tabs line shows the names of all of the opened models and allows the user to choose which one is to be displayed in the Editor window, which is the place for the user to create, edit and simulate a SON model.

SONCraft defines a series of graphical nodes and connection types displayed in the Editor tools, allowing user to create and edit son-based models. The Property editor panel at the top-right hand side is used to support various visual node editing operations, e.g., to change the label, color or position of a condition. The Tool controls panel provides access to the extended functionality of a selected tool. For example, when the connection tool is activated, the user is able to switch between causal and behavioural connections in order to construct different types of son abstractions. The Workspace window lists opened or imported work files. One can also operate on a work file (delete, save, etc). The Utility window is used for showing additional information concerning the progress of currently executed tasks, verification results, and information about any errors that may have occurred during execution.

5.2 Structural property checking

SONCraft provides the user with a set of structural verification algorithms that can be used to validate the model. It is important to verify the correctness of
Algorithm 1 (bson cycle detection)

**Inputs:**
- **bson** — behavioural structured occurrence net

**Output:**
- **Result** — causal cycles

1: convert bson to $G = (V, E)$.
2: for all $e \prec f$ do
3: add $(e, f)$ to $E$
4: Result = tarjan($G$)  # compute SCCs of $G$
5: filter(Result)
6: function filter(Result)
7: for all SCC $\in$ Result do
8: if SCC.size == 1 then
9: remove SCC from Result
10: else if SCC.contain($\prec \cup \subset$) then
11: remove SSC from Result
12: end function

5.3 SON simulator

SONCraft offers a built-in simulator for ons, csons, and bson. The underlying semantics of SON-based simulation follows the firing rules presented above. The simulation function in SONCraft can be activated by clicking on the simulation button in the editor tools panel. The initial marking will be automatically set, i.e., all the input conditions of all the ons will be filled with black tokens (except for those ons that are ‘waiting’ for an event in another ON) indicating the structure before further analysis, otherwise the results are likely to be incorrect. The verification criteria follow from the formal definitions and properties introduced in this paper and [7].

The Relation property checker deals with the correctness of basic relationships and structure in a SON model. The algorithms it uses include, for example, conflict-freeness checking, phase decomposition checking, and component Ns disjointness checking. The Acyclic property checker focuses on the acyclicity condition of Ns. The verification of such a property comes down in practice to searching strongly connected components (SCC) in a SON model. The checker applies Tarjan’s algorithm [16] to compute maximal SCCs, and then uses a filter to obtain the desired results. As an example, Algorithm 1 carries out acyclicity checking for bson. The algorithm first converts a bson to a graph $G = (V, E)$, where $V$ is the set of nodes including all conditions, events and channel places of the bson, and the set of $E$ is the arcs representing all causal relationships and weak causal relationships. The algorithm then computes before($e$) for every upper-level event as additional relations for the input graph. The filter() function at the end of the algorithm aims to remove all the cycles which only involve weak causality, i.e., sync-cycles.
start points of the system. Moreover, all enabled events will be highlighted. The
simulation can then be conducted either manually or automatically, by firing a
succession of enabled events, causing tokens to move, event highlighting to be
updated, and the simulation record augmented.

Algorithm 2 (Computing cson-enabled step)

Inputs:
  \( \text{cson} \) — communication structured occurrence net
  \( M \) — current marking

Output:
  \( U \) — a step cson-enabled at \( M \)

1: \( U = \emptyset \)
2: \( \text{Del} = \emptyset \) \# deleted events
3: \text{for all} \( e \in E \) \text{do}
4:  \text{if} \( \cdot e \subseteq M \) \text{then} \# \( e \) is ON-enabled
5:  \text{add} \( e \) to \( U \)
6: \text{for all} \( e \in U \) \text{do}
7:  \text{if} \( e \notin \text{Del} \) \text{then}
8:    \( \text{min} = \text{minParallel}(e) \)
9:    \text{for all} \( f \in \text{min} \) \text{do}
10:     \text{if} \( f \notin U \) \text{then} \# minimal parallel firings of \( e \) is not ON-enabled
11:     \text{add all events in} \text{min} \text{to} \text{Del}
12: \text{break}
13: \( U = U \setminus \text{Del} \)

14: \text{function} \text{minParallel(input: } e) \text{)
15:    \text{Result} = \emptyset \)
16:    \text{mark} \( e \) visited
17:    \text{add} \( e \) to \text{Result}
18: \text{for all } g \text{ such that } g \sqsubseteq e \text{ do}
19:    \text{if} \( g \text{ is unvisited and } q \notin M \), where \( q \in g^* \cap \cdot e \) \text{then}
20:        \text{add all events in} \text{minParallel}(g) \text{ to} \text{Result}
21: \text{return} \text{Result}

The procedure for computing (minimal) cson-enabled steps is given in Al-
gorithm 2. The idea is to first compute a step \( U \) including all the ON-enabled
events of cson in order to narrow down the size of the search, and then remove
the events which do not meet cson-enabled requirement from \( U \).

Unlike the execution of a standard occurrence net, where a step sequence
can be composed out of a sequence of single events firings, in cson there may
exist minimal parallel firings for an event, where one enabled event implies all
events in the minimal parallel firings are enabled as well. Both \( \{f_1, e_1\} \) in Fig-
ure 3 and \( \{e_0, f_0, g_0\} \) in Figure 4 are such steps because of their synchronised
behaviour. Note that such minimal parallel firing can involve either synchronous
(see Proposition 3) or asynchronous communications (see Proposition 4). There-
fore, in the algorithm it is not possible to only consider the enabling for a single event. Instead, all its minimal parallel firings are considered in the computation.

The pseudocode for computing minimal parallel firings of a given event is presented in function \texttt{minParallel}. The function uses a working list \texttt{Result}, initialized to the given event. Then it recursively visits the weak causal predecessors of the node in the list. The predecessor can be added to the working list if it is unvisited and the channel place between the two events is unmarked.

![Simulation control panel](image)

**Fig. 8.** Simulation control panel

The simulation tool control panel provides access to several additional simulation functions, most of which relate to the simulation traces which are recorded during the simulation (see Figure 8). For example, the \textit{Playback} button is used to automatically playback an existing trace, at a selectable speed; the \textit{Reverse/Forward simulation} buttons are used to change the simulation directions; and the the \textit{Automatic simulator} control causes simulation to occur, using maximum parallelism through to the end.

**Error tracing**: The SON simulator provides a failure analysis function called \textit{error tracing}. When the failure analysis function is on, each event has an associated \textit{fault bit} ‘1’ or a ‘0’. This bit can be used to indicate whether one wishes to regard the event as a faulty one, with ‘1’ indicating a simulated fault. An error count is also shown below each condition, and is set initially to ‘0’. This count cannot be changed manually by the user. Rather it is automatically calculated during simulation to indicate for each condition the number of faults that have been passed on the forward route to the condition.
5.4 Reachability checking

Once a SON model is complete and its structure is valid, the user can perform model checking. SONCraft provides a reachability checker for verifying reachability. Such analysis establishes whether a given marking, i.e., a set of conditions and/or channel places, can be reached from the initial marking. SONS are acyclic (without causal cycles), conflict-free (no alternative behaviour is allowed) and 1-safe (a condition/channel place can contain at most one token). It has been proved that the reachability problem in this subclass of Petri nets turns out to be linear [4].

Given a set of required conditions and channel places, the SON reachability algorithm proceeds as follows (see Algorithm 3 for details):

1. compute all the causal predecessors of required nodes (e.g., the relations presented in Figure 5(b));
2. check that none of the required nodes are consumed by (the input of) their causal predecessors;
3. check that none of the corresponding upper level conditions (w.r.t $\beta$) of the required node are consumed by their causal predecessors.

Fig. 9. Reachability task result for a SON model with two marked conditions.

The computation of causal predecessors in step 1 takes into account all three types of causal relations in ONS, CSONs and BSONs. The procedure \textit{Predecessors}
Algorithm 3 (Reachability checking)

Inputs:  
SON — Structured occurrence nets  
M — Marking of SON  

Output:  
Whether M is reachable from the initial marking

1: Pred = ∅  
2: Cons = ∅  
3: for all c ∈ M do  
4:   Predecessors(c)  
5: for all n ∈ Pred do  
6:   if n is an event then  
7:     add all nodes in *n to Cons  
8: for all c ∈ M do  
9:   if c ∈ Cons ∨ Cons contains all β(c) then  
10:   return FALSE  
11: return TRUE  
12: procedure Predecessors (input: c)  
13: mark c visited  
14: add c to Pred  
15: for all c′ ∈ CausalPreset(c) do  
16:   if c′ is unvisited then  
17:     Predecessors(c′)  
18: function CausalPreset(input: c)  
19: Preset = ∅  
20: for all node c′ such that (c′, c) ∈ F ∨ (c′, c) ∈ W do  
21:   add c′ to Preset  
22: for (e, f) ∈ < do  
23:   if f == c then  
24:     add e to Preset  
25: return Preset

is recursively called for exploring causally related nodes of M in the backwards direction. If a node is visited twice or a condition is initial state, then the procedure reaches the stop condition. Set Pred is used to store all causal predecessors during the exploration. Step 2 concerns the basic reachability criterion in sons. That is, M is unreachable if there exist two nodes in M such that one causally precedes the other. Step 3 addresses the consistency between the marking in different levels, i.e., M is unreachable if there is an upper level condition c in M and a lower level condition c′ in M such that c causally precedes β(c′).

Figure 9 shows a simple reachability task result reported in SONCraft. The causal predecessors of the marking \{b_1, c_1\} are \{f_0\} and \{\epsilon_0, f_0, g_0\} respectively. This marking is unreachable from the initial marking (as shown in the dialog). This is because the upper level condition of b_1 (viz. \epsilon_0) is consumed by one of the
causal predecessors $e_0$. Intuitively, the unreachability follows since $\{a_0, b_1\}$ will change to $\{a_1, c_0\}$ after firing $e_0$. In the case of the verified marking is reachable, then a request can be made for the trace leading to the marking to be passed to the simulation tool for playback or further analysis.

5.5 Tool Architecture

SONCraft is written in JAVA making it accessible on all platforms for which there exists a JVM. The architecture depicted in Figure 10 shows a detailed view of the integration between the Workcraft framework and SONCraft.

**Workcraft architecture** The Workcraft framework consists of the following three parts:

The *Core framework* is in charge of the initialisation of Workcraft, managing plug-ins and provision of common services to the plug-ins. When the program starts up, services such as the configuration manager and the framework GUI are initialised. This is followed by the initialising of the plug-in manager, which provides the facility for loading all existing plug-ins. On shut-down, Workcraft saves the configuration of the framework; it restores it on the next start-up.

The *Plug-in manager* is responsible for scanning and loading all plug-in modules which have been registered to the manager. A plug-in module is a related collection of plug-ins that together implement a specific functionality, for instance the SONs module. For each plug-in module, the manager also maintains a list of its internal facilities. During initialisation the plug-in manager uses the
list to load the contents of plug-ins instead of scanning the plug-ins directory every time.

The Services are fully managed by Workcraft and accessible to the plug-ins. The GUI service provides the facilities for creating editor, tool and information windows. A number of advanced GUI capabilities, such as the multiple document interface and full-screen mode, are also supported. The Visualisation service facilities provide editing functions for the node types defined by any model, for instance, drawing, transformation and auxiliary editing operations. The Task management service is responsible for executing all external process tasks — it maintains the list of all running tasks and uses a separate thread for parallel execution.

**SONCraft integration** SONCraft is deployed in the Workcraft framework as an individual plug-in module. There are three main components inside the module:

The Model definition component describes the basic features of a SON model. The component is divided into mathematical and visual levels in order to avoid mixing unrelated responsibilities. The mathematical model describes all the semantics concerning model integrity — it keeps information such as connection types, node names etc. The visual model is a manageable interface between user and both the mathematical and the visual models. The visual model defines how to draw/present SON models as well as maintaining visual information, such as colour, position, label, etc.

The Settings component records default properties of a SON model and stores them in a configuration XML file. The Workcraft start-up process loads the stored settings and allows other components to read their configuration variables.

The Tools component manages all the external and built-in tools in SONCraft. The implementation of each component tool uses the services provided by the Workcraft framework. For example, the editor tools and simulation facilities rely on the GUI and visualisation services for node placement, trace table creation, etc. Structural verification and reachability checking invoke external process management for monitoring and managing the tasks.

### 5.6 Installation

The latest version of SONCraft is available from [1]. It is necessary to have a compatible Java Runtime Environment (JRE) version 7 or higher in order to run SONCraft. There is no automatic installer for SONCraft; to install it, the files from the link archive need to be extracted manually. A comprehensive user manual can be found in [9].

---

4 JRE download: http://www.oracle.com/technetwork/java/javase/downloads/
6 Conclusions

In this paper, we have discussed structured occurrence nets. The execution semantics for each variant of SONS has been defined. For CSONs, we introduced and investigated the notion of a channel place which is a flexible way to represent asynchronous and synchronous communication. In particular, synchronous communication does not only exist between two events, but may also involve multiple events in different occurrence nets. This led to the notion of a sync-cycle. For BSONs, a refinement of the relation \textit{before}(e) has been proposed which captures causality between upper and lower level CSONs using causal dependencies between events. In the original definition, such a dependency is captured by conditions which may sometimes produce undesirable effects.

Section 5 introduced the SONCraft tool-kit for construction, simulation and verification of SONS. SONCraft provides a user-friendly graphical interface enabling the user to construct models easily and quickly. The tool offers a powerful simulator and a set of analytical tools. A detailed description of how to use, together with the downloading and installation instructions, can be found in the user manual [9].

An interesting and practically important extension of SONS would be a support for alternative behaviours. Such an extension would make it possible to model and analyse more complex evolving systems, e.g., complex (cyber) crimes or an major accident are both likely to result in a mass of contradictory or uncertain evidence. There has already been some investigations concerning the enhancement of SONS for such situations, in fact so as to portray multiple alternative behaviours. [15] discusses the basic idea and outlines a formalisation of communication alternative SONS. [6] introduces a system-level counterpart of CSONs built out of the Place Transition nets. [8] addresses the concept of CSON’s high level net unfolding which can be regarded as an underlying model of CSONs with alternative.

Finally, work has also started on adding time and probability information to SONS, and on extending the current implementation of the tool-kit accordingly.
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