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Highlights

- A novel texture extraction method for facial expression recognition is proposed.
- High performance is attained with both posed and spontaneous facial expression.
- Multi-gradient features for magnitude and angle components are derived.
- Multiple Classifier System based on the multi-class SVM is adopted.
- Comparison with the state-of-the-art showed the superiority of the method.
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Abstract

In this paper we propose a novel texture feature extraction method for posed and spontaneous image based facial expression recognition. The kernel Sobel filter is used with eight masks to derive the gradient components for each pixel in the image. Two types of gradient images are extracted for different directions denoted as $xy$ and $lr$. The robust Elongated Quinary Pattern (EQP) descriptor is then used to quantize neighborhood local gradients around each point using five discrimination levels. We next divide each encoded image into a number of blocks and concatenate the local histogram features of each image individually.

In order to boost the performance, we adopt a Multi Classifier System (MCS) to combine all scores of the encoded images based upon a multi-class Support Vector Machine (SVM) classifier. Experimental results show a significant improvement over previous approaches in the average recognition accuracy when using the spontaneous Moving Faces and People (MFP) database. In addition, the proposed method outperformed state-of-the-art methods when applied to the posed CK database with a recognition performance of 99.36% in the case of seven classes and 99.72% without the neutral class.

Keywords: Texture feature analysis, spontaneous facial expression, multi gradient magnitude and angle images, elongated quinary pattern, multi classifier system, multi-class SVM classifier
1. Introduction

Several methods can be used to express and reflect the mode or emotions of humans such as voice, gestures or facial expressions. Facial expression is one of the most accurate nonverbal communication methods. Facial expressions are commonly categorized by seven classes such as anger, disgust, fear, happy, sad and surprise along with the neutral state [1]. In the last two decades, the study of facial expression recognition has been employed in various Human Computer Interface (HCI) applications. A set of muscle movements known as Facial Action Units (FAUs) was defined to make the facial expression recognition more accurate. Several researchers in facial expression recognition have used the FAUs for extracting the facial features, others utilized direct approaches such as geometric or appearance based methods [2, 3]. However, using the FAUs has several drawbacks, such as revealing unwanted information that may confuse the classifier [4]. Moreover, it requires more time for coding every frame, making it unreliable for real-time application [5].

Generally speaking, there are two types of methods used to distinguish between different facial expression approaches, namely geometric and appearance based methods. A number of researchers have used geometric based information within the FAUs to calculate features [6]. It has been reported that the geometric based methods have high complexity as they require accurate and reliable algorithms to detect different facial expression changes. Hence, the geometrical based methods appear unsuitable for use in many real-time applications [7, 8]. Appearance based methods can be used for extracting the features either from the whole image or at fiducial point locations [9]. Appearance based methods seem more reliable to analyze and extract facial expressions compared with geometric methods since they only involve convolving different types of filters with the facial image, for example, convolving a set of Gabor filter banks with a facial image at a number of scales and orientations [10]. However, they generally require more time in the training process to achieve satisfactory recognition results. On the other hand, other important studies have focused on extracting
the facial expression features using local descriptors, such as Local Binary Patterns (LBPs) which have low computational time and can significantly improve the recognition accuracy [7, 11]. Furthermore, additional studies have combined local descriptors with complimentary descriptors, such as the work in [12] or previous work in [13] where the recognition performance is improved significantly. All the above works have been applied on different static or dynamic types of posed databases such as the Cohn-Kanade (CK) or Multimedia Understanding Group (MUG) databases that were collected under tightly controlled conditions [14].

Recently, spontaneous facial expression recognition has been gaining more attention than posed facial expression recognition. Spontaneous facial expression recognition is more challenging than posed facial expression recognition due to several factors. Firstly, spontaneous facial expressions can be less expressive due to the slight changes in the facial muscle actions as demonstrated in [15]. Secondly, some spontaneous facial expressions have overlapped geometric and appearance features. For example, the subject may show a sad expression instead of a fear expression inside a fear video [16]. Thirdly, the time period to express each facial expression is different from one expression to others. Some videos require more time to reveal the expressions compared to others, as explained in [17, 18]. Finally, it is not necessary for the expressive images to appear at the end of the spontaneous video as in the case with a posed database. Some expressive image(s) may occur at the start, middle or toward the end of the video. Therefore, in real-time facial expression recognition systems, a robust method is needed to detect the apex expressions frames in the video [19]. All these issues will affect the performance of the best classifiers and make them fail to attain high classification rates as explained in [16].

In this paper, we focus on overcoming the major difficulties associated with spontaneous facial expression problems which are mentioned above and achieve a high recognition accuracy. We therefore propose a robust method for spontaneous facial expression recognition by utilizing different gradient images of magnitudes and angles at different orientations while extracting Elongated Quinary
Pattern (EQP) features. To obtain the scores, these features are then fed through multi-class SVM classifiers. Finally, to boost the performance of the final scores, the output scores of each classifier are fused together using a Multiple Classifier System (MCS) method and the final decision is then determined.

In summary, our contributions are as follows:

- Deriving multi-gradient features for both magnitude and angle components using eight Sobel masks. Using multi-gradient image features rather than texture image features to help to isolate high gradient regions such as wrinkles, bulges, furrows or edges in different orientations. Utilizing the EQP descriptor to provide more consistency in uniform and near uniform regions to extract more gradient features (magnitude and direction) in different directions.

- Proposing the Multiple Classifier System (MCS) based on the multi-class SVM classifier which fuses the output scores of different histogram features of multi-gradient features based on the EQP descriptor. Reducing the False Negative (FN) error for each class by decreasing the inter-class distance and increasing the intra-class distance which improves the overall accuracy.

- Performing evaluations on the spontaneous Moving Faces and People (MFP) [20] and posed CK databases which shows superior performance and outperformed the current state-of-the-art methods.

2. Related works

There are two trends in studying spontaneous facial expression recognition, the first one focuses on detecting the micro movements and determining the most expressive images inside each class (e.g. apex changes), while the second, focuses on designing an expression recognition system by increasing and enhancing the features (i.e. geometric and/or appearance) that are extracted from images to enhance the classification process.
For the first trend, Moilanen et al. [21] proposed a simple method for spotting the rapid movements from video using the CASME II database. The histograms of the LBP descriptor are calculated for each frame in the video after dividing it into smaller blocks. The Chi-Square ($\chi^2$) distance is used to threshold the greatest difference (i.e. peak movement) between each frame and the average feature frames of all the video sequence. Their method achieves Recall of 0.5171. Davison et al. [22] introduced a new method for micro-movement detection in the CASME II video database. The Histogram of Oriented Gradients (HOGs) [23] was calculated as a feature of each frame in the video. Then the $\chi^2$ distance was used to measure the dissimilarity of each frame over the selected interval. The proposed method improves the sensitivity Recall to 0.8429 for micro-facial movements. The main drawback is represented by the high computation time required for evaluation of feature descriptors which makes them unsuitable to be used with high speed videos.

For the second trend, Wan and Aggarwal [19] conducted a study in spontaneous facial expression recognition using the MFP database. This work improved the overall accuracy by increasing the training features and the probability distance inside each class (i.e. it increased the sensitivity inside each class); 13 annotators were employed to choose the most expressive image inside a video sequence. However, their method has a high complexity as it depends on a geometrical Active Appearance Model (AAM) for detection of the landmark facial points of each image. Happy et al. [24] established a new spontaneous facial expression database that contains a number of Indian male and female contributors. Different methods were used for feature extraction, such as the Local Gabor Binary Pattern (LGBP) or Pyramid of Histogram of Gradients (PHOGs) with different types of classifiers. Experimental results yielded that the maximum accuracy is equal to 86.46% and 67.75% when using LGBP and PHOG features respectively. However, it is reported that there will be variations in the results due to the small number of samples in each class and the imbalanced sample distribution in this database. Takahashi et al.[25] performed a study on facial expression recognition using HOG features and a multi-layer quaternion
neural network classifier and applied it on Japanese male samples. It was shown that this classifier has the ability to attain 50% recognition rate in the person-dependent experiment. At the same time, Donia et al. [26], performed a study to show the effectiveness of using the gradient components (i.e. magnitude and direction) with the spontaneous facial expressions using the HOG histogram bins features, which was originally exploited to detect edges and local shape information [27]. Experimental results on static images and video attained 95% and 80% recognition accuracy, respectively.

With the intention of increasing the overall accuracy in posed facial expression databases and extracting more expression features using the gradient image, several researchers tried to improve the HOG histogram bin features. In 2012, Ahmed [28] proposed to use the Gradient Directional Pattern (GDP) features in facial expression recognition. His method improved the overall recognition accuracy as compared to some types of works that used different appearance based methods. After that, Ahmed and Hossain [8] proposed to use the LTP descriptor on the gradient magnitude image, in which wrinkles, spots or edges are highlighted. This combination method named as the Gradient Local Ternary Pattern (GLTP), improved the overall accuracy to 97.2% in 6 class facial expression recognition when applied on the CK database.

In the next section we introduce the methods used to extract the texture feature using Local Binary Pattern (LBP), Local Ternary Pattern (LTP) and Elongated Quinary Pattern (EQP) descriptors.

3. LBP variants as texture descriptors

Ojala et al. [29] invented the LBP operator which is used widely in face analysis and facial expression recognition. This local descriptor uses two discrimination levels to encode the micro level information such as spots, edges or curves by quantizing the neighbouring gray levels of any local area around a pixel and change its value with the binary code value. The LBP descriptor has less complexity and is less affected by some types of illumination which thereby
improved both the accuracy and reduced the classifier time. However, the LBP only has one threshold value, as such it is affected by some types of noises, particularly in near-uniform regions. Tan and Triggs [30] addressed this problem by increasing the LBP discrimination through extending it to three level discrimination. Hence, the gray-levels \( i_p \) in a zone of threshold \( t \) with width \( \pm t \) about the center pixel \( i_c \) are quantized to zero, whereas ones that are above \( i_c + t \) are quantized to +1 and ones that are bellow \( i_c - t \) are quantized to -1, and it was named the LTP descriptor. The LTP coding involves 0, 1 and -1 values, so, it can be split into two binary codes (e.g. positive and negative), which enables it to calculate the LBP histogram features for each of the LTP splitter codes. Despite \( t \) being a user specified threshold which gives the LTP resistance to noise, it is unable to deal with gray level transformations.

Nanni et al. [31] suggested a novel method which extends the LBP to work with five values \((-2, -1, 0, +1, +2)\) of encoding named the quinary descriptor. Therefore, the gray-levels \( i_p \) in a zone of two threshold values (i.e. \( \pm t_1 \) and \( \pm t_2 \)) are encoded. Hence, the gray-levels in a zone of \( \pm t_1 \) about the center pixel \( i_c \) are quantized to 0, whereas those above or equal to \( i_c + t_1 \) and \( i_c + t_2 \) are quantized to +1, and those above or equal to \( i_c - t_2 \) and \( i_c - t_1 \) are quantized to -1. Similarly, the gray-levels above or equal to \( i_c + t_2 \) are quantized to +2, otherwise they are quantized to -2. The quinary encoding method is more robust than LTP in terms of sensitivity in the uniform and near-uniform regions. We can express the quinary encoding descriptor by a function of five discrimination levels specified by four thresholds \( i_p, i_c, t_1 \) and \( t_2 \) as:

\[
d(i_p, i_c, t_1, t_2) = \begin{cases} 
+2 & i_p \geq i_c + t_2, \\
+1 & i_c + t_1 \leq i_p < i_c + t_2, \\
0 & i_c - t_1 \leq i_p < i_c + t_1, \\
-1 & i_c - t_2 \leq i_p < i_c - t_1, \\
-2 & \text{otherwise}.
\end{cases}
\] (1)

The quinary descriptor is split into four different types of LBP descriptors ac-
According to the following $d_k(x)$ function as:

\[
    d_k(x) = \begin{cases} 
        1 & x = k, \\
        0 & \text{otherwise}, 
    \end{cases}
\]  

(2)

where $k \in \{-2, -1, +1, +2\}$. Fig.1 represents the basic operation example of the quinary encoding descriptor after splitting into four LBP descriptors. A number

of features was added to modify the performance of the quinary encoding and make it able to exploit the important information that has an anisotropic structure form [27, 32]. These modifications were achieved by changing the circular neighborhood topology to different quadratic neighborhood topologies such as an ellipse, parabola or hyperbola. In addition, the number of neighborhood points ($P$) has been changed to 10 or 18. Moreover, different numbers of point locations have been used ($\beta$).

It is reported that using an elliptic neighborhood topology with 5 levels of scales to encode the difference of the local gray-levels outperformed different encoding methods, and is denoted the Elongated Quinary Pattern (EQP) [31].

4. Proposed method

We propose a robust method for spontaneous and posed facial expression recognition. We first derive the multi gradient components of the magnitude and angle images in the $xy$ and $lr$ directions. Then we propose a new method
to encode the gradient images using the EQP descriptor, which enables us to extract more information near the uniform regions. After that, we utilize the local histogram features of the new descriptors, along with the PCA technique to reduce features. Finally, we propose an MCS method based on the multi-class SVM classifier for the combination of scores.

### 4.1. The derivation of multi-gradient features for different directions

In this paper we have adopted the Sobel masks in eight directions for generating gradient magnitude and angle images in different directions. The selection of the Sobel masks may increase the stability near the non-uniform regions, particularly edges that may be affected with illumination changes or noise. Moreover, it requires less calculation time with better resolution compared to other masks such as the Robert masks. With the aim of extracting the major facial expression features, we used the effect of any perpendicular Sobel masks on the image to generate the multi gradient features for both magnitude and angle components at different orientations.

To derive the gradient relation of the magnitude and angle components of each pixel in the image, the image is first convolved with two perpendicular components from the kernel of the eight Sobel masks. For example, Fig. 2 represents 4 perpendicular components of the eight Sobel masks that may be convolved with any $3 \times 3$ region of an image. To find the gradient relations of both magnitude and angle in the $xy$ direction of each pixel in the image, we first convolved the east ($e$) and north ($n$) Sobel masks directions Fig. 2 (b-c) with each pixel around $(P_4)$ Fig. 2 (a) as:

$$G_x(e) = (p_0 + 2p_1 + p_2) - (p_6 + 2p_7 + p_8),$$

where, $G_x(e)$ represents the gradient of the $(P_4)$ pixel in the horizontal direction.

Similarly, $G_y(n)$ represents the gradient of the $(P_4)$ pixel in the vertical direction as:

$$G_y(n) = (p_0 + 2p_3 + p_6) - (p_2 + 2p_5 + p_8).$$
Then we can calculate the gradient magnitude and angle components of the (P₄) pixel in the east and north direction as follows:

\[ GM_{xy}(e,n) = |G_x(e)| + |G_y(n)|, \]  \( (5) \)

where, \( GM_{xy}(e,n) \) is the gradient magnitude component in the \( xy \) direction, and:

\[ \theta_1(x,y) = GD_{xy}(e,n) = \tan^{-1}(G_y(n)/G_x(e)), \]  \( (6) \)

is the gradient angle component in the \( xy \) direction, which is equal to \( \theta_1(x,y), \theta_1 \in (-\pi, \pi] \).

In the same way, we convolve the west (w) and south (s) Sobel masks with each pixel around (P₄) Fig. 2 (d-e). We find the other two gradients of the (P₄) pixel in the horizontal and vertical directions. This is not going to affect the calculation of the magnitude and angle gradients in the \( xy \) direction as these components represent the mirror form only, because:

\[ G_x(e) = -G_x(w), \]  \( (7) \)

and

\[ G_y(n) = -G_y(s). \]  \( (8) \)
Similarly, to derive the gradient magnitude and angle relations of the (P4) pixel in the image in the left right (lr) direction, the south east (se) and south west (sw) Sobel masks directions are convolved with each pixel around (P4) Fig. 2 (f-g) as:

$$G_l(se) = (p_1 + 2p_2 + p_5) - (p_3 + 2p_6 + p_7),$$  
(9)

where, $G_l(se)$ represents the gradient of the (P4) pixel in the left diagonal mask direction, and $G_r$ represents the gradient of the (P4) pixel in the right diagonal mask direction as:

$$G_r(sw) = (p_5 + 2p_8 + p_7) - (2p_0 + p_1 + p_3).$$  
(10)

In the same way, we can convolve the north west (nw) and north east (ne) Sobel masks with each pixel around (P4) Fig. 2 (h-i). We find the other two gradients of the (P4) pixel in the lr direction. This does not affect the calculation of the magnitude and angle gradients in the lr direction as they represent the mirror forms only, because:

$$G_l(se) = -G_l(nw),$$  
(11)

and

$$G_r(sw) = -G_r(ne).$$  
(12)

Then we can calculate the gradient magnitude and angle of the (P4) in the south east and south west direction as follows:

$$GM_{lr}(se,sw) = |G_l(se)| + |G_r(sw)|,$$  
(13)

where, $GM_{lr}(se,sw)$ is the gradient magnitude component in the lr direction, while the gradient angle component in the lr direction can be calculated as:

$$\theta_2(l,r) = GD_{lr}(se) = \tan^{-1}(G_l(se)/G_r(sw)),$$  
(14)

and $\theta_2 \in (-\pi, \pi]$. Therefore, (5) - (6) and (13) - (14) represent the derivation of the gradient magnitude and angle components of each pixel in the image in the perpendicular planes of the $xy$ and $lr$ directions.
Finally, to achieve better invariance to small variation in the image we suggest to add $\pi$ to $\theta_1$ and $\theta_2$ when their values are negative. Therefore, $\theta_1$ and $\theta_2$ are within the range $[0, \pi]$ [25]. Fig. 3, represents the input facial expression image with its correspondent gradient components in the $xy$ and $lr$ directions.

![Facial expression image and its gradient based components.](image)

Figure 3: Facial expression image and its gradient based components. (a) Happy cropped expression image. (b) The gradient image in the vertical direction $G_y$. (c) The gradient image in the horizontal direction $G_x$. (d) The gradient magnitude image $GM_{xy}$ in the $xy$ direction. (e) The gradient angle image $GD_{xy}$ in the $xy$ direction. (f) The gradient image in the left direction $G_l$. (g) The gradient image in the right direction $G_r$. (h) The gradient magnitude image $GM_{lr}$ in the $lr$ direction. (i) The gradient angle image $GD_{lr}$ in the $lr$ direction.

### 4.2. Feature extraction using the EQP descriptor based on the multi-gradient images

For facial expression recognition, there are several distinctive aspects of gradient features over texture feature that makes them more convenient to use in the process of feature extraction. This is because the gradient images have a high reliability to isolate the consistent regions such as high or smooth textures. In addition, the patterns in gradient images have robustness to different types of illumination variations [8, 33].

In our method, we propose to use the two gradient types of each image,
magnitude and angle in the \(xy\) and \(lr\) directions. The diversity in the gradient features enabled us to extract more consistent features for a specific region. The gradient magnitude features in the high texture regions such as edge or curves are more consistent and stable. Therefore, the ability to isolate the high frequency regions from smooth regions is high. Furthermore, the gradient angle features have the ability to explore different types of micro features such as wrinkles, bulges or subtle changes at different angles \([0, \pi]\). Thus using multi-gradient features represents the most important tool in facial expression recognition as it reduces the overlap in the features among different facial expressions, particularly in the spontaneous database type.

To boost the performance of the feature extraction in uniform and near uniform regions of the gradient images and to exploit the important information that has an anisotropic structure, we applied the EQP descriptor on both magnitude and angle gradients of the image at different directions (e.g. \(xy\) and \(lr\)). The EQP descriptor encodes each pixel in the gradient image according to the neighbor pixels using two threshold values \((t_1, t_2)\) to reduce the sensitivity of the gradient pixels in the important regions of the facial images, particularly near the uniform regions.

Therefore, we can rewrite (1) which represents the five encoding levels of the EQP descriptor in terms of the two gradients directions of the magnitude \((GM_{xy} \text{ or } GM_{lr})\) and angle \((GD_{xy} \text{ or } GD_{lr})\) components as:

\[
d_{GMEQP}(GM_p, GM_c) = \begin{cases} +2 & GM_p \geq GM_c + t_2, \\ +1 & GM_c + t_1 \leq GM_p < GM_c + t_2, \\ 0 & GM_p - t_1 \leq GM_p < GM_c + t_1, \\ -1 & GM_c - t_2 \leq GM_p < GM_p - t_1, \\ -2 & \text{otherwise}, \end{cases}
\] (15)

where, \(GM_p\) represents the gradient magnitudes of any of the neighbor points that are surrounding the gradient magnitude \((GM_c)\) of the center pixel \((x_c, y_c)\); \(t_1\) and \(t_2\) represent the user specified thresholds that are chosen empirically to be 10 and 18 respectively and the GMEQP is generated from the EQP descrip-
tor after applying it on the gradient magnitude components of the \(xy\) and \(lr\) directions respectively. Similarly, the \(d_{GDEQP}\) can be written as:

\[
d_{GDEQP}(GD_p, GD_c) = \begin{cases} 
+2 & GD_p \geq GD_c + t_2, \\
+1 & GD_c + t_1 \leq GD_p < GD_c + t_2, \\
0 & GD_p - t_1 \leq GD_p < GD_c + t_1, \\
-1 & GD_c - t_2 \leq GD_p < GD_p - t_1, \\
-2 & \text{otherwise},
\end{cases}
\]

(16)

where, \(GD_p\) represents the gradient angle of any of the neighbor points that are surrounding each gradient angle \(GD_c\) of the center pixel \((x_c, y_c)\); \(t_1\) and \(t_2\) represent the user specified thresholds that are chosen empirically to be 1 and 18 respectively, and the GDEQP is generated from the EQP descriptor after applying it on the gradient angle components of the \(xy\) and \(lr\) directions respectively.

Inevitably, using five encoding levels has an order of \(5^P\), where \(P\) is equal to 8 or 10, which will increase the number of GMEQP or GDEQP patterns. To reduce these patterns we adopted the Tan and Triggs approach [30] by splitting each proposed descriptor into four LBPs and then calculating the concatenated histogram features among them. Fig. 4 represents a basic example of selecting a \(3 \times 3\) region from the expression image and then splitting into four different LBP codes. These codes are obtained after applying the basic EQP descriptor for encoding the two gradient images (GM and GD) at multi directions (e.g. \(xy\) and \(lr\)). We can express the GMEQP descriptors for the \(xy\) and \(lr\) directions as:

\[
GM_{xy, EQP} = \sum_{P=0}^{P-1} d_n(d_{GM_{xy, EQP}}(P)).2^P; n = 0,
\]

(17)

where, \(P\) is the number of the neighborhood points, and,

\[
GM_{lr, EQP} = \sum_{P=0}^{P-1} d_n(d_{GM_{lr, EQP}}(P)).2^P; n = 1.
\]

(18)

In the same way, we can express the GDEQP descriptors for the \(xy\) and \(lr\)
\[ GD_{xy}EQP = \sum_{P=0}^{P-1} d_n(d_{GD_{xy}EQP}(P)).2^P; \ n = 2, \quad (19) \]
\[ GD_{lr}EQP = \sum_{P=0}^{P-1} d_n(d_{GD_{lr}EQP}(P)).2^P; \ n = 3. \quad (20) \]

We can split each one of the above descriptors into four different types of LBP descriptor as:
\[ d_{n_k}(u) = \begin{cases} 1 & \text{if } u = k, \\ 0 & \text{otherwise}, \end{cases} \quad (21) \]
where, \( n = (0, \ldots, 3) \) and \( k \in \{-2, -1, +1, +2\} \).

Figure 4: The proposed method of encoding and splitting the GMEQP and GDEQP descriptors at different directions.
Fig. 5, represents the effect of using the robust EQP descriptor after applying it on the multi-gradient images at different magnitude and angle components.

Figure 5: Multi gradient images after applying the EQP encoding method at different directions. (a) Surprise cropped image. (b-e) $GM_{xy}$EQP. (f-i) $GM_{lr}$EQP. (j-m) $GD_{xy}$EQP. (n-q) $GD_{lr}$EQP; columns (b-n), (c-o), (d-p) and (e-q) correspond respectively to the four outputs from the splitting process represented in Fig. 1.

4.3. Histogram representation of multi-gradient features using EQP descriptor

We now have two new types of descriptors, each descriptor has two gradient components in the $xy$ and $lr$ directions (i.e. $GM_{xy}$EQP, $GM_{lr}$EQP, $GD_{xy}$EQP and $GD_{lr}$EQP). These descriptors will generate four encoded images in the $xy$ and $lr$ directions when applied on the facial expression image, as shown in Fig. 5. The histogram features of the first two encoded images are computed as:

$$H_{GM_{xy}EQP}(\tau_h) = \sum_{i=1}^{m} \sum_{j=1}^{n} f(GM_{xy}EQP(i,j), \tau_h); h = 0,$$

(22)
\[ H_{\text{GM}_{lr} \text{EQP}}(\tau_h) = \sum_{i=1}^{m} \sum_{j=1}^{n} f(\text{GM}_{lr} \text{EQP}(i,j), \tau_h); h = 1, \]  
(23)

Similarly, the histogram features of the other encoded images are computed as follows:

\[ H_{\text{GD}_{xy} \text{EQP}}(\tau_h) = \sum_{i=1}^{m} \sum_{j=1}^{n} f(\text{GD}_{xy} \text{EQP}(i,j), \tau_h); h = 2, \]  
(24)

\[ H_{\text{GD}_{lr} \text{EQP}}(\tau_h) = \sum_{i=1}^{m} \sum_{j=1}^{n} f(\text{GD}_{lr} \text{EQP}(i,j), \tau_h); h = 3, \]  
(25)

\[ f(v, \tau_h) = \begin{cases} 
1 & v = \tau_h, \\
0 & \text{otherwise}. 
\end{cases} \]  
(26)

Here, \( h = (0, \cdots, 3) \), \( \tau_h \in \{-2, -1, +1, +2\} \), and \( f \) is the function of the histogram depending on the value of \( \tau_h \). However, the histogram information that is generated from the whole encoded image does not express the local spatial information of these images, since it only represents the occurrence frequencies. In order to deal with this problem and to extract more local and efficient histogram information, we divided each encoded image into a number of non-overlapped regions (blocks), such as \( 7 \times 6 \), then we calculated the local occurrence frequencies of each block individually. By doing this, we incorporated the occurrence of micro-level information at different facial regions. Then, we concatenated all histogram features which are generated from the encoded images individually.

Fig. 6 represents four vectors of the histogram local features that are generated from encoded images at different directions after applying GMEQP and GDEQP descriptors on a cropped input image.

In order to reduce the vector size, we applied the Principal Component Analysis (PCA) method to extract the essential features that have high discriminating capacity to be suitable for the classifier. These features represented by the significant Principal Components (PCs) retained 98% of the PCA energy (e.g. PC0, PC1, PC2 and PC3) [19] as illustrated in Fig. 6.
Figure 6: The block diagram of the proposed method for feature extraction.

4.4. The MCS method based upon the multi-class SVM classifier

The SVM is a binary decision classifier (supervised machine learning technique) which is used to separate two classes (e.g. positive and negative samples) with a margin (C) of the hyperplane. The test data can be classified as: Consider a training data set $TR$ with number of labels $M$; $TR = \{(X_i, Y_i, i = 1, \cdots, M)\}$, where $X_i \in \mathbb{R}^n$ and $Y_i \in \{-1, +1\}$, so:

$$f(x) = \text{sign}(\sum_{i=1}^{M} \alpha_i Y_i K(X_i, X) + b),$$

(27)
here, $\alpha_i$ represent the Lagrange multipliers of dual optimization problem (e.g., $\alpha_i > 0$ for the maximum separation margin) and $b$ is the bias and $K$ is the kernel function. The value of $K$ can be selected according to the data type used with the SVM classifier. There are different kernels which can be used with SVM such as Linear, Polynomial, Radial Basis Function (RBF), Histogram Intersection (HI) or Sigmoid. To improve the performance of the proposed method, a suitable kernel function for the SVM should be selected carefully. As our method utilizes the histogram features of the GMEQP and the GDEQP, the HI kernel would suit the requirement of such histogram features [34, 35]. Therefore, the HI kernel has been employed to carry out the experiments. In addition, the RBF kernel function is also used to achieve fair comparisons with other works that employed the same kernel. It is important to optimize the $(C)$ parameter through a grid search strategy by selecting an appropriate $(C)$ soft or hard margin value. After that, we can carry out the subject-independent cross-validation.

Because the facial expression recognition is considered as a multi-class problem (i.e. $C_l$), where $C_l$ represents the number of classes, a multi-class SVM is suitable for this purpose. Therefore, several methods can be used with the multi-class problems such as One Versus One (OVO), One Versus All (OVA) or Directed Acyclic Graph (DAG). In this work, we adopted the OVO method to classify the seven facial expressions, because it has less training time compared to the OVA method as explained in [36].

It is reported that combining different types of classifiers would give better prediction results [37]. In our method, we used the Multi Classifier System (MCS). In this system the output prediction scores of the encoded images are combined based on a multi-class SVM classifier to generate a final decision later. There is an important reason for using this method; as the proposed method produces four vectors of the reduced features $PC_0$, $PC_1$, $PC_2$ and $PC_3$, the first two vectors have diverse magnitude information in the $xy$ and $lr$ directions, while the other two have complementary angle information in the $xy$ and $lr$ directions which have been encoded based on the robust EQP descriptor. Hence,
such a combination will integrate and boost the scores of the different features that are extracted from the same local regions of the facial expression image. Due to the above mentioned point, we used the MCS method to obtain the final prediction scores. First, we used the OVO multi-class SVM classifier method to classify 7 class of the facial expression for each vector of trained/tested features (e.g. PC₀, PC₁, PC₂ and PC₃) individually. The probability of the prediction scores (Sc) for each multi-class SVM classifier is:

\[
Sc_i^R(PC_c) ; i = (1, \ldots, l),
\]

(28)

where, \( R \) is a multi-class SVM classifier, \( R \in (1, \ldots, 4) \), \( c \in (0, \ldots, 3) \) and \( l \) is the number of the classes.

Then, to find the final prediction scores, that are generated from the combination schemes of the individual multi-class SVM scores, the sum rule operation is utilized. The sum-rule operation is less sensitive to the effect of noise than other rules such as product, mean or minimum as reported in [38]. Therefore, the output score is combined with the sum-rule for every class and then assigned the class label with a maximum score for the input vectors of PCs:

\[
FSc_j = Comb(Sc_1^1(PC_0), \ldots, Sc_4^4(PC_3)) ; i \neq j ; i, j \in \{1, \ldots, l\},
\]

(29)

where, \( Comb \) is the sum rule function and \( FSc_j \) is the final prediction of the class labels \( j \). The final \( j \) labels are more stable than other \( i \) labels that are generated individually from each multi-class SVM classifier as shown in (28) and illustrated in the Fig. 7. It is worth highlighting that the score combination method outperforms the feature combination because score fusion produces better overall recognition accuracy as the results are based on the average energy of the encoded image. In addition, the score fusion has a lower complexity compared to feature fusion as the vector size is smaller [39]. In the next section, we analyze and evaluate our method using two different types of posed and spontaneous databases.
5. Experiments and results

To assess the performance of our proposed method under different conditions, we ran two experiments, the first one uses the spontaneous (involuntary) MFP database. While the second uses the posed CK database. Although our proposed method works with different types of illumination conditions, we preprocessed the images by applying the histogram equalization in order to achieve a robust illumination normalization. After that, we applied the face detection method based upon the Viola-Jones algorithm as in [40] to crop each image to $112 \times 96$ pixels. To evaluate the performance of our work under different setups, we adopted two methods for dividing our databases:

1. Hold-out method: The database is divided randomly into two sets; a completely separate training set and a hold-out test set in a ratio of 3/4 and 1/4, respectively. Since the training process is carried out without using the test samples, this will lead to good unbiased estimation in the prediction of the test class labels and increase the recognition accuracy. The performance of this method depends on the size of the database that is used in the evaluation process, and it is better when the number of samples in the database is high [41]. The evaluation of the recognition accuracy is calculated at one iteration and does not represent the average accuracy.
Therefore, to evaluate the average accuracy of our method without loss of
generalization, we also adopted the k-cross validation method.

2. k-cross validation method: this is an important tool to measure the per-
formance of a system through evaluating the average accuracy at different
iterations (e.g. k = 10). More specifically, we randomly divided the sub-
jects’ database into “k” equal size groups. After partition, one of these
groups is left out as a test set and the remaining becomes a training
set. This operation is repeated iteratively for each group and the recogni-
tion accuracy is calculated. Finally, the average accuracy of the overall
iteration is calculated. This method is more similar to the Leave One Sub-
ject Out method (LOSO), which has been used to evaluate the average
recognition accuracy by dividing the database according to the number
of subjects (n), in which “n” is equal to the “k”. Unfortunately, even
though the LOSO method has less biasing error compared to the k-cross
validation method, it has some drawbacks. One of the big drawbacks is
represented by the time consumed in the validation processes. In addition,
the test set used at each iteration in the LOSO is too small, because it is
represented by the subject itself, and this will increase the variance error
at each iteration. For these reasons, and to make a trade-off between the
bias and variance errors, we selected to use the k-cross validation method
to evaluate our two database types [2, 10, 42–44].

5.1. Experiment one (spontaneous MFP database)

In this experiment, we tested the performance of our method using the MFP
database. The MFP database contains 309 subjects, each subject has a small
video sequence (e.g. 10 min). Each sequence of video represents a specific type
of gesture emotions collected at different subtle conditions of the spontane-
ob behaviors. The age range of subjects is over 18 – 75 years; 249 out of 309
subjects are women (80.58%), 8 subjects of women are wearing glasses (3.21%),
196 subjects of women having a single image view (78.71%) and 45 subjects of
women having multiple image views (18.07%). 60 subjects are men (19.41%),
3 subjects of men are wearing glasses (5%), 55 subjects of men having a single image view (91.66%) and 2 subjects of men having multiple image views (3.33%).

As we explained in Section 1, there are several challenging characteristics for any spontaneous database. Unfortunately, the MFP database is a challenging spontaneous database. To overcome most of these challenges and to increase the probability of the image selection (i.e. increasing the Recall of the system), while decreasing the distance among the selected images of each class, the expression images have been chosen manually (i.e. the most expressive images inside each video). Therefore, we used the opinions of 7 expert annotators in the selection of images from all videos in the MFP database. Then we utilized the voting among opinions of annotators to select the suitable image labels of each class. Here, we selected the winning labels if they corresponded with more than half of the opinions of annotators. Finally, we selected 2016 (288 × 57) annotated images for this experiment.

In the next subsections, we present an analysis for different parameters that affect the recognition performance.

5.1.1. Best blocks number

In this experiment, we divided each encoded image to a number of blocks, to determine the best number of blocks required to obtain the best accuracy. In our method we reported that dividing the encoded image into 5 × 5 of non-overlapped blocks may lead to a variation in the overall recognition rate. This happened because dividing the face images into 5 × 5 blocks will result in big blocks and hence lead to reduction in the ability of the descriptors to extract the micro-level information of the small curves, bulges or furrows within the important regions in the face, as explained in [7, 12].

On the other hand, dividing the encoded image into 8 × 8 or 10 × 10 of non-overlapped blocks may lead to divergence in the recognition rate. The degradation in the recognition rates comes as a result of the small size of each block, and will lead to reduce the ability of descriptors to isolate the subtle changes of the micro-level patterns. In addition, more time is required to extract
the facial features. Empirical results show that dividing the encoded image into \(7 \times 6\) of non-overlapped blocks represents the best effective range of block number, because it results in high recognition accuracy as shown in Table 1.

<table>
<thead>
<tr>
<th>Block number</th>
<th>7 class %</th>
<th>6 class %</th>
<th>Features type</th>
<th>#features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whole image</td>
<td>80.95</td>
<td>79.62</td>
<td>Histogram</td>
<td>372</td>
</tr>
<tr>
<td>5 \times 5</td>
<td>89.08</td>
<td>90.51</td>
<td>PCA</td>
<td>168</td>
</tr>
<tr>
<td>(7 \times 6)</td>
<td>\textbf{94.64}</td>
<td>\textbf{95.37}</td>
<td>PCA</td>
<td>\textbf{168}</td>
</tr>
<tr>
<td>8 \times 8</td>
<td>91.47</td>
<td>93.05</td>
<td>PCA</td>
<td>168</td>
</tr>
<tr>
<td>10 \times 10</td>
<td>88.70</td>
<td>88.90</td>
<td>PCA</td>
<td>168</td>
</tr>
</tbody>
</table>

### 5.1.2. Effective PCs

In order to attain a high classification rates, we tested different numbers of PC coefficients. Hence, we tested the performance of our method with various numbers of PC coefficients (ranging from 42 – 216) for each vector of the encoded images (e.g. \(PC_0\), \(PC_1\), \(PC_2\) and \(PC_3\)). Then, the effect of varying the PC numbers on the recognition performance was investigated before and after applying the MCS method based on the multi-class SVM classifier, as proposed in (29) and explained clearly in Table 2. Fig. 8, illustrates the effect of different ranges of the PCs on the recognition accuracy of 7 and 6 class respectively. Obviously, the selection of the range of PCs (126 – 168) is more efficient for different classes of the facial expression recognition, since it achieves a high recognition rate of 94.64% in the 7 class and 95.37% in the 6 class prototypes, respectively. In addition, the difference in the recognition accuracy between the 7 and 6 class is changed slightly. This happened due to the ability of our method in reducing the effect of the neutral image on each class.
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Figure 8: Recognition accuracy versus different PCs numbers for 7 and 6 class prototypic expression.

5.1.3. Optimal encoding parameters

We used different gradient images that are encoded based upon variant LBP descriptors such as LBP, LTP and EQP to extract the local features. To examine the recognition rates using different encoding methods, we empirically selected different parameters that boost the encoding process and achieve a high recognition accuracy. Therefore, we chose to use $P = 10$ for encoding points that surround each center pixel, this will increase the occurrence numbers of the uniform patterns in the histogram features to 92 bins rather than 58 bins plus 1 bin for all non-uniform patterns. In addition, we selected to use an ellipse neighbourhood topology for representing points that surround each center pixel rather than a circle topology in order to extract anisotropic information that cannot be exploited by the circular topology. Moreover, we selected to use the semi major and the semi minor axis length of ellipse $r_1$ and $r_2$ to be between 2 and 3, since it was reported in [12] that increasing or decreasing the radius value of the LBP descriptor deteriorates the performance of the descriptor. Also, we tested different $\beta$ angles for the ellipse topology (i.e. $0^0$, $45^0$, $90^0$ and $135^0$), and we found that $\beta$ with $45^0$ results with high recognition rate when associated with different types of descriptors, particularly with the EQP descriptor.

To provide consistent near-uniform regions in the gradient images, we utilized three values of the ternary code descriptor (i.e. LTP), which uses the threshold
value $t$ as a base in the encoding process. For further improvement in the uniformity of regions within different gradient images, we suggested to use five values of the quinary code descriptor (i.e. EQP), which has two threshold values $t_1$ and $t_2$ as a base in the encoding process. In previous work by Nanni et al. [31] it has been found that the performance in terms of accuracy is not affected greatly by the selection of $t$, $t_1$ and $t_2$. In our work, we also chose our threshold values $t$, $t_1$ and $t_2$ so as to maximize accuracy. We chose $t = 10$ when we applied the LTP on both gradients of the magnitude and angle images, $t_1 = 10$ and $t_2 = 18$ when the EQP is applied on the gradient magnitude images, $t_1 = 1$ and $t_2 = 18$ when we applied the EQP on the gradient angle images. We also tried different values over the range: $5 - 10$ for $t$, $1 - 12$ for $t_1$, and $8 - 20$ for $t_2$ but saw little change in performance.

On the other hand, there are important orthogonal features that may affect and increase the recognition accuracy. Table 2 shows high recognition rates when the two gradient magnitude images $GM_{xy}$ and $GM_{lr}$ (i.e. orthogonal amplitude features extracted in the $xy$ and $lr$ directions) are encoded based upon variant LBP descriptors. While less recognition accuracy is achieved when the other two gradient angle images $GD_{xy}$ and $GD_{lr}$ (i.e. orthogonal angle features extracted in the $xy$ and $lr$ directions) are encoded based upon variant LBP descriptors. Despite the extracted features of the $GD_{xy}$ and $GD_{lr}$ decreasing the recognition accuracy when encoded with variant LBP descriptors, they represent other orthogonal features that may be used together with gradient magnitude features to feed the separate classifiers with the multi-gradient of magnitude and angle features (i.e. diversity property).

Finally, it is worth mentioning that using the MCS method based on the multi-class SVM classifier increases the recognition accuracy by feeding it with different types of encoding information using different gradient images at different directions.

Table 2 compares the overall recognition accuracy of different types of the gradient images that are encoded by variant LBP descriptors using the MCS method based on the multi-class SVM classifier.
Table 2: The overall accuracy of different descriptors using the optimal encoding parameters.

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
<th>Parameter values</th>
<th>7 class</th>
<th>6 class</th>
</tr>
</thead>
<tbody>
<tr>
<td>GM(<em>{\delta})LBP(</em>{p}^{(r,\gamma)})</td>
<td>GM(_{\delta})((r,\gamma))</td>
<td>neighborhood: Ellipse</td>
<td>66.46%</td>
<td>66.9%</td>
</tr>
<tr>
<td></td>
<td>based LBP descriptor</td>
<td>(P = 10, r_1 = 3, r_2 = 2 ) &amp; (\beta = 45^\circ)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GM(<em>{\delta})LBP(</em>{p}^{(r,\gamma)})</td>
<td>GM(_{\delta})((se,\gamma))</td>
<td>neighborhood: Ellipse</td>
<td>62.7%</td>
<td>65.61%</td>
</tr>
<tr>
<td></td>
<td>based LBP descriptor</td>
<td>(P = 10, r_1 = 3, r_2 = 2 ) &amp; (\beta = 45^\circ)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GD(<em>{\delta})LBP(</em>{p}^{(r,\gamma)})</td>
<td>GD(_{\delta})((r,\gamma))</td>
<td>neighborhood: Ellipse</td>
<td>67.06%</td>
<td>67.82%</td>
</tr>
<tr>
<td></td>
<td>based LBP descriptor</td>
<td>(P = 10, r_1 = 3, r_2 = 2 ) &amp; (\beta = 45^\circ)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GD(<em>{\delta})LBP(</em>{p}^{(r,\gamma)})</td>
<td>GD(_{\delta})((se,\gamma))</td>
<td>neighborhood: Ellipse</td>
<td>66.46%</td>
<td>66.66%</td>
</tr>
<tr>
<td></td>
<td>based LBP descriptor</td>
<td>(P = 10, r_1 = 3, r_2 = 2 ) &amp; (\beta = 45^\circ)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MCS based SVM</td>
<td>Combination: Sum</td>
<td>Kernel: HI &amp; C=0.25</td>
<td>83.92%</td>
<td>84.25%</td>
</tr>
<tr>
<td>GM(<em>{\delta})LTP(</em>{p}^{(r,\gamma)})</td>
<td>GM(_{\delta})((r,\gamma))</td>
<td>neighborhood: Ellipse</td>
<td>89.68%</td>
<td>89.81%</td>
</tr>
<tr>
<td></td>
<td>based LTP descriptor</td>
<td>(P = 10, r_1 = 3, r_2 = 2) &amp; (\beta = 45^\circ) &amp; (t = 10).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GM(<em>{\delta})LTP(</em>{p}^{(r,\gamma)})</td>
<td>GM(_{\delta})((se,\gamma))</td>
<td>neighborhood: Ellipse</td>
<td>88.89%</td>
<td>89.58%</td>
</tr>
<tr>
<td></td>
<td>based LTP descriptor</td>
<td>(P = 10, r_1 = 3, r_2 = 2) &amp; (\beta = 45^\circ) &amp; (t = 10).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GD(<em>{\delta})LTP(</em>{p}^{(r,\gamma)})</td>
<td>GD(_{\delta})((r,\gamma))</td>
<td>neighborhood: Ellipse</td>
<td>69.24%</td>
<td>69.91%</td>
</tr>
<tr>
<td></td>
<td>based LTP descriptor</td>
<td>(P = 10, r_1 = 3, r_2 = 2) &amp; (\beta = 45^\circ) &amp; (t = 10).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GD(<em>{\delta})LTP(</em>{p}^{(r,\gamma)})</td>
<td>GD(_{\delta})((se,\gamma))</td>
<td>neighborhood: Ellipse</td>
<td>73.02%</td>
<td>76.16%</td>
</tr>
<tr>
<td></td>
<td>based LTP descriptor</td>
<td>(P = 10, r_1 = 3, r_2 = 2) &amp; (\beta = 45^\circ) &amp; (t = 10).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MCS based SVM</td>
<td>Combination: Sum</td>
<td>Kernel: HI &amp; C=0.25</td>
<td>92.26%</td>
<td>93.98%</td>
</tr>
<tr>
<td>GM(<em>{\delta})EQP(</em>{p}^{(r,\gamma)})</td>
<td>GM(_{\delta})((r,\gamma))</td>
<td>neighborhood: Ellipse</td>
<td>91.27%</td>
<td>91.67%</td>
</tr>
<tr>
<td></td>
<td>based EQP</td>
<td>(P = 10, r_1 = 3, r_2 = 2) &amp; (\beta = 45^\circ) &amp; (t_1 = 10) &amp; (t_2 = 18).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GM(<em>{\delta})EQP(</em>{p}^{(r,\gamma)})</td>
<td>GM(_{\delta})((se,\gamma))</td>
<td>neighborhood: Ellipse</td>
<td>92.26%</td>
<td>92.82%</td>
</tr>
<tr>
<td></td>
<td>based EQP descriptor</td>
<td>(P = 10, r_1 = 3, r_2 = 2) &amp; (\beta = 45^\circ) &amp; (t_1 = 10) &amp; (t_2 = 18).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GD(<em>{\delta})EQP(</em>{p}^{(r,\gamma)})</td>
<td>GD(_{\delta})((r,\gamma))</td>
<td>neighborhood: Ellipse</td>
<td>77.58%</td>
<td>78.24%</td>
</tr>
<tr>
<td></td>
<td>based EQP descriptor</td>
<td>(P = 10, r_1 = 3, r_2 = 2) &amp; (\beta = 45^\circ) &amp; (t_1 = 1) &amp; (t_2 = 18).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GD(<em>{\delta})EQP(</em>{p}^{(r,\gamma)})</td>
<td>GD(_{\delta})((se,\gamma))</td>
<td>neighborhood: Ellipse</td>
<td>81.2%</td>
<td>82.18%</td>
</tr>
<tr>
<td></td>
<td>based EQP descriptor</td>
<td>(P = 10, r_1 = 3, r_2 = 2) &amp; (\beta = 45^\circ) &amp; (t_1 = 1) &amp; (t_2 = 18).</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

MCS based SVM Combination: Sum Kernel: HI & C=0.25 94.64% 95.37%
5.1.4. System evaluation

In order to measure the performance and to calculate the average recognition accuracy, we used Confusion Matrices (CMs) to obtain a full description of the recognition accuracy of each facial expression. The columns of the CM contain information about the actual class, while the rows contain the obtained labels through classification. The main diagonal containing the number of the facial expressions that are classified correctly are called True Positive (TP). Other locations in the CM correspond to misclassification errors. As mentioned earlier, two methods are used for dividing the databases namely: Hold-out and 10-cross validation.

Firstly, we used Hold-out method in which we split the MFP database (e.g. 2016 images) in a ratio of 1/4 in the testing and 3/4 in the training processes. So, we used 504 image as a test of input data, and 1512 image as training data. Hence, we used 1728 images to express the 6 class prototypical expression plus 288 images to express the neutral expression from the overall images that are selected and voted by annotators which is equal to 2016 images. Experimental results showed a superior recognition rate compared to other works as the recognition rate is 94.64% in 7 class and 95.37% in the 6 class respectively. A slight change in the overall accuracy is noticed (0.73%) when the neutral images are removed.

Secondly, to reduce the variability in the recognition accuracy, the 10-cross validation is utilized. To obtain the equal 10-folds of the MFP database, we selected 1060 images randomly. The size of each test fold is equal to 196 images (around 10% of the data of each class) and 1764 images for the 9 training folds. There are 10 iterations, in each iteration we train the SVM with 9 folds while the remaining fold is left for testing. This operation is performed 10 times for each fold while omitting the last fold at each iteration. Then the overall accuracy is measured using the average of all 10 iterations. The HI as a kernel function is selected with soft margin value (C = 0.25). Table 3 and Table 4 represent a full description of the average recognition accuracy using 10-cross validation. The
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obtained result of the overall accuracy showed a high improvement of 80.31% in 7 class and 81.37% in the 6 class respectively. In addition, the recognition accuracy increased slightly by 1.064% when removing the effect of the neutral image with high performance ability in classifying for the difficult expressions such as sad expression. The obtained results in the Table 3 and Table 4 reflect clearly the ability of the proposed method in reducing the effect of the neutral expression.

Table 3: The CM of 7 class expression recognition (%) using MCS method based on the multi-class SVM classifier applied for recognizing spontaneous MFP database using 10-cross validation method.

<table>
<thead>
<tr>
<th>Expressions</th>
<th>Anger</th>
<th>Disgust</th>
<th>Fear</th>
<th>Happy</th>
<th>Neutral</th>
<th>Sad</th>
<th>Surprise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anger</td>
<td>83.57</td>
<td>3.93</td>
<td>2.14</td>
<td>0.0</td>
<td>4.64</td>
<td>1.07</td>
<td>4.64</td>
</tr>
<tr>
<td>Disgust</td>
<td>5.36</td>
<td>72.86</td>
<td>5.71</td>
<td>6.79</td>
<td>2.5</td>
<td>3.21</td>
<td>3.57</td>
</tr>
<tr>
<td>Fear</td>
<td>8.21</td>
<td>6.43</td>
<td>74.64</td>
<td>0.36</td>
<td>3.21</td>
<td>0.71</td>
<td>6.43</td>
</tr>
<tr>
<td>Happy</td>
<td>0.0</td>
<td>3.21</td>
<td>0.36</td>
<td>95.36</td>
<td>0.36</td>
<td>0.0</td>
<td>0.71</td>
</tr>
<tr>
<td>Neutral</td>
<td>2.5</td>
<td>0.0</td>
<td>2.14</td>
<td>0.0</td>
<td>84.64</td>
<td>5.0</td>
<td>5.71</td>
</tr>
<tr>
<td>Sad</td>
<td>6.79</td>
<td>3.57</td>
<td>5.0</td>
<td>1.43</td>
<td>8.57</td>
<td>69.64</td>
<td>5.0</td>
</tr>
<tr>
<td>Surprise</td>
<td>2.86</td>
<td>2.86</td>
<td>2.50</td>
<td>1.79</td>
<td>5.71</td>
<td>2.86</td>
<td>81.43</td>
</tr>
</tbody>
</table>

Table 4: The CM of 6 class expression recognition (%) using MCS method based on the multi-class SVM classifier applied for recognizing spontaneous MFP database using 10-cross validation method.

<table>
<thead>
<tr>
<th>Expressions</th>
<th>Anger</th>
<th>Disgust</th>
<th>Fear</th>
<th>Happy</th>
<th>Sad</th>
<th>Surprise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anger</td>
<td>85.36</td>
<td>3.93</td>
<td>2.86</td>
<td>0.0</td>
<td>6.43</td>
<td>1.43</td>
</tr>
<tr>
<td>Disgust</td>
<td>5.71</td>
<td>74.29</td>
<td>7.14</td>
<td>6.07</td>
<td>3.93</td>
<td>2.86</td>
</tr>
<tr>
<td>Fear</td>
<td>9.29</td>
<td>6.43</td>
<td>73.93</td>
<td>0.36</td>
<td>2.50</td>
<td>7.50</td>
</tr>
<tr>
<td>Happy</td>
<td>0.0</td>
<td>3.21</td>
<td>0.71</td>
<td>95.0</td>
<td>0.0</td>
<td>1.07</td>
</tr>
<tr>
<td>Sad</td>
<td>8.21</td>
<td>3.93</td>
<td>4.64</td>
<td>0.71</td>
<td>76.07</td>
<td>6.43</td>
</tr>
<tr>
<td>Surprise</td>
<td>3.21</td>
<td>2.86</td>
<td>2.86</td>
<td>2.14</td>
<td>5.36</td>
<td>83.57</td>
</tr>
</tbody>
</table>

The neutral expression represents a major problem that causing FN errors with different facial expressions inside each class, since the neutral image contains the identity feature which may overlap with different facial expressions and causing
errors. In addition, the proposed method outperforms all the related works that used the MFP database. The superiority of our method is represented by exploring the subtle changes of the different spontaneous facial expressions and extracted it. Table 3 and Table 4, show the performance of the proposed method in terms of CMs using 7 and 6 classes, respectively.

In order to validate the average recognition accuracy using 10-cross validation, we utilized different RBF kernel parameters for the SVM classifier, in which we selected to use $\gamma$ equal to 0.1 with hard margin value equal to $C=1000$. It is noted that a slight improvement in the overall recognition accuracy which is equal to 82.96% in 7 class and 82.86% in 6 class, respectively.

5.2. Experiment two (posed CK database)

The proposed method not only works with the spontaneous database (MFP) but also it works with posed database such as the CK. The CK database consists of 100 of University students (18 – 30 years old) from different ethnicities. Around 65% were female, 15% were African-American samples and 3% were Asian/Latino origins. We selected 408 image sequences from 96 subjects; each subject has a short video sequence (e.g. 10 min), which represents one label from the basic six expressions. Hence, for the 6 class prototypical expression, we selected the last three images to be the most expressive image frames taken from each sequence and therefore obtained 1224 expression images. We added the first image from each sequence to express the 408 neutral images which resulted in 1632 images for the 7 class prototypical expression.

First, we adopted the Hold-out method in which we divided our database (e.g. 1632 images) in a ratio of 1/4 in the testing and 3/4 in the training processes. Then, we selected 406 images out of 408 images, around (25%) are used as a test of input data (i.e. 58 images/expression), and 1224 images (75%) are used as a training data (i.e. 175 images/expression). Experimental results showed high recognition rate of 98.13% in the 7 class case and 99.63% in the 6 class case respectively.

Second, to evaluate the average of the recognition accuracy, we adopted the
10-cross validation method. To obtain the equal size of the 10-folds of the CK database, we selected 1610 images randomly. The size of each test fold is equal to 161 images and 1449 images for the 9 training folds. These results are obtained after using HI as a kernel function with soft margin value $C=0.25$. The results show a high recognition rate of 99.36% in 7 class and 99.72% in the 6 class respectively. Better results are obtained again when removing the effect of the neutral image. Table 5 and Table 6, show the performance of the proposed

Table 5: The CM of 7 class expression recognition (%) using MCS method based on the multi-class SVM classifier applied for recognizing posed CK database using 10-cross validation method.

<table>
<thead>
<tr>
<th>Expressions</th>
<th>Anger</th>
<th>Disgust</th>
<th>Fear</th>
<th>Happy</th>
<th>Neutral</th>
<th>Sad</th>
<th>Surprise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anger</td>
<td>100</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Disgust</td>
<td>0.0</td>
<td>99.44</td>
<td>0.0</td>
<td>0.0</td>
<td>0.56</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Fear</td>
<td>0.56</td>
<td>0.0</td>
<td>99.44</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Happy</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>98.89</td>
<td>0.0</td>
<td>1.11</td>
<td>0.0</td>
</tr>
<tr>
<td>Neutral</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>95.65</td>
<td>4.35</td>
<td>0.0</td>
</tr>
<tr>
<td>Sad</td>
<td>0.56</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.11</td>
<td>98.33</td>
<td>0.0</td>
</tr>
<tr>
<td>Surprise</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.56</td>
<td>0.0</td>
<td>99.44</td>
</tr>
</tbody>
</table>

Table 6: The CM of 6 class expression recognition (%) using MCS method based on the multi-class SVM classifier applied for recognizing posed CK database using 10-cross validation method.

<table>
<thead>
<tr>
<th>Expressions</th>
<th>Anger</th>
<th>Disgust</th>
<th>Fear</th>
<th>Happy</th>
<th>Sad</th>
<th>Surprise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anger</td>
<td>100</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Disgust</td>
<td>0.0</td>
<td>100</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Fear</td>
<td>1.11</td>
<td>0.0</td>
<td>98.89</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Happy</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Sad</td>
<td>0.56</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>99.44</td>
<td>0.0</td>
</tr>
<tr>
<td>Surprise</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100</td>
</tr>
</tbody>
</table>

method in terms of CMs using 7 and 6 classes, respectively.
5.3. Time analysis

Although our method outperforms previous state-of-the-art techniques, this is achieved at the price of the increased complexity which we next quantify. This complexity is represented by the time consumed during the extraction of the orthogonal features of each pixel in the input image. In addition, using the MCS method based upon the multi-class SVM may increase the consumed time in the training processes.

Table 7 shows the comparisons in the time among different gradient images that are encoded based upon the variant LBP descriptors for extracting the feature of the single facial expression image and the average consumed time in the training and testing processes of the spontaneous MFP database. It is clearly shown that using gradient images such as GM or GD based upon the EQP descriptor for extracting the feature may increase the consumed time slightly compared to other descriptors.

The time in Table 7 was produced by using unoptimized MATLAB R2014b code on a desktop with dual Core CPU running at 2.4 GHz. It is worth noting that the consumed time of every descriptor in Table 7 is considered for the $xy$ or $lr$ direction only.

Table 7: The consumed time in seconds for extraction the feature of single facial expression image and the average consumed time in the training and testing phases using the MFP database.

<table>
<thead>
<tr>
<th>Descriptor</th>
<th>Feature extraction time</th>
<th>Training time</th>
<th>Test time</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMLBP</td>
<td>0.24</td>
<td>0.125</td>
<td>0.0135</td>
</tr>
<tr>
<td>GDLBP</td>
<td>0.46</td>
<td>0.138</td>
<td>0.0153</td>
</tr>
<tr>
<td>GMLTP</td>
<td>0.42</td>
<td>0.252</td>
<td>0.0270</td>
</tr>
<tr>
<td>GDLTP</td>
<td>0.62</td>
<td>0.284</td>
<td>0.0315</td>
</tr>
<tr>
<td>GMEQP</td>
<td>0.51</td>
<td>0.450</td>
<td>0.0495</td>
</tr>
<tr>
<td>GDEQP</td>
<td>0.72</td>
<td>0.531</td>
<td>0.0522</td>
</tr>
</tbody>
</table>
5.4. Comparisons with related works

In terms of superiority, we made a fair comparison in the overall recognition accuracy among different methods in the state-of-the-art that used spontaneous MFP and posed CK databases as shown in Table 8. The performances of these methods are cited from the original references directly. Wan and Aggarwal in [16] and [19] produced relatively low recognition rates which are equal to 70.8% and 72.27% in the 7 class case using the MFP database. This relatively low recognition rate comes from the failure in detecting the challenging expressions such as anger, disgust and fear where the TP rates are 34.2%, 60.4% and 40.4%, respectively. This is because the inclusion of the neutral expression results in high error rates with some types of these expressions (20.4% of FN). To highlight the value of our approach, we used the MFP database and compared the performance with the relevant approaches that were used previously to classify posed facial expression, such as LDP [7], LDN [11], GDP [28] and GMLTP [8]. We found that the LDP, LDN and GDP methods produced low recognition rates due to the limitation of these descriptors in detecting the texture features of the spontaneous facial expression. This is possibly due to overlap in feature space when considering the spontaneous facial expression image or the limited expressivity in the spontaneous facial image compared with a deliberate (posed) facial expression image. However, the GMLTP descriptor improved the recognition rates of the spontaneous facial expression recognition slightly higher than the LDP, LDN and GDP methods to 73.64% and 75.78% for the 7 and 6 class cases, respectively, since the LTP descriptor is encoded on the gradient magnitude image in the $xy$ direction. Unfortunately, the effect of the neutral image is still high. Nonetheless, our method outperforms all the aforementioned methods through improving the overall recognition rates to 80.31% and 81.37% for the 7 and 6 classes, respectively. In addition, we reduced the effect of the neutral image significantly in the different classes.

On the other hand, we tested and compared the performance of our approach and the aforementioned approaches that were utilized to classify the posed CK database such as LDP [7], LDN [11], GDP [28] and the GLTP in [8]. In addi-
tion, the comparison included the works of [16] and [45]. Although some good results were reported in the 6 class facial expression, the recognition accuracy is reduced in the 7 class recognition. For example, the recognition accuracy of methods [11] and [8] are dropped down by 5% and 5.5%, respectively, when the neutral images are added. It can be seen from Table 8 that our method achieved better performance compared to the aforementioned works where the overall recognition rates are 99.36% and 99.72% for the 7 and 6 class cases, respectively.

For all the aforesaid methods, we can say that the key development of our approaches superiority is represented by constructing and feeding of separate classifiers for the orthogonal gradient features (magnitude and angle) at different orientations using the five levels encoding method.

Table 8: Comparison with different methods that are used the spontaneous MFP and the posed CK databases.

<table>
<thead>
<tr>
<th>Method</th>
<th>Measure</th>
<th>Image selection</th>
<th>Database type</th>
<th>Subjects</th>
<th>Images</th>
</tr>
</thead>
<tbody>
<tr>
<td>[28] GDP</td>
<td>44.64</td>
<td>Manual annotation</td>
<td>Pose CK database</td>
<td>96</td>
<td>1632</td>
</tr>
<tr>
<td>[16] ML based KNN</td>
<td>73.64</td>
<td>Manual annotation</td>
<td>Spontaneous MFP database</td>
<td>309</td>
<td>2016</td>
</tr>
<tr>
<td>Ours Multi-gradient Features and EQP Encoder</td>
<td>94.64</td>
<td>Manual annotation</td>
<td>Spontaneous MFP database</td>
<td>309</td>
<td>2016</td>
</tr>
<tr>
<td>[28] GDP</td>
<td>91.60</td>
<td>Manual annotation</td>
<td>Pose CK database</td>
<td>96</td>
<td>1632</td>
</tr>
<tr>
<td>[16] ML based KNN</td>
<td>91.70</td>
<td>Manual annotation</td>
<td>Pose CK database</td>
<td>96</td>
<td>1632</td>
</tr>
<tr>
<td>[45] Bag of Words and PHOG Descriptors</td>
<td>90.40</td>
<td>Manual annotation</td>
<td>Pose CK database</td>
<td>96</td>
<td>1632</td>
</tr>
<tr>
<td>Ours Multi-gradient Features and EQP Encoder</td>
<td>98.13</td>
<td>Manual annotation</td>
<td>Pose CK database</td>
<td>96</td>
<td>1632</td>
</tr>
</tbody>
</table>

6. Conclusions

A robust method for facial expression recognition capable of working with both spontaneous and posed images was proposed. In this paper, we applied
the Sobel filter of eight masks on the facial images and derived the gradient components of each pixel in the image. Therefore, each pixel in the facial image could be represented by four values, the first two values, represented the magnitude components, the other two represented angle components from $[0, \pi]$ directions. The diversity property of these components enabled us to extract multiple magnitude and angle features of each pixel in the facial image. Here, we extracted the gradient of magnitude and angle images in different directions such as: $GM_{xy}$, $GM_{lr}$, $GD_{xy}$ and $GD_{lr}$. Moreover, to provide more consistency in the uniform and near uniform regions, we utilized the EQP descriptor on each point in the gradient image. Finally, we adopted the MCS based on the multi-class SVM classifier to combine the different scores that are generated after applying the EQP encoder for each image individually. Our proposed approach has been validated on the spontaneous MFP and posed CK databases and achieved promising results compared to the state-of-the-art. The proposed method improved the ability of solving major problems that come with the subtle changes in the spontaneous database and alleviate it, particularly the overlapped problem in some correlated expressions.

In our future work we will design an automatic facial expression recognition system that selects the most expressive images in each video automatically. This will reduce the dubious images in the training set of each class and increase the sensitivity (Recall) of the system.
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