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Abstract

To design robust PID controllers for second-order plus time delay (SOPTD) processes with parameter uncertainty, a reference model approximation method is proposed in this study. The central idea is to enable the frequency response of the PID controller to approximate that of a user-specified reference model. A convex hull is utilized to approximate the frequency template of the parameter uncertain process, and the maximum approximation error of the reference model among all candidate processes is bounded. To guarantee that the PID controller can well shape the closed-loop response of each candidate model to the reference model, a convex optimization problem is formulated to compute the PID parameters by minimizing the upper bound of the approximation error. Constraints on the closed-loop maximum sensitivity peak are imposed on the reference-model approximation problem for loop robustness. The proposed method is able to ensure balanced tracking performance and
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disturbance rejection performance through a proper specification of the reference model, and illustrative examples are presented to demonstrate the applicability.
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1. **INTRODUCTION**

Proportional-integral-derivative (PID) controllers are the most extensive controllers in the process industries. In a recent investigation, it has been reported that more than 90% of industrial controllers are of the PID type.\(^1\) The PID controllers have relatively simpler control structures and more understood principles compared to advanced control techniques, and meanwhile the control performance is usually satisfactory or acceptable in most scenarios. These features are the main reasons for the widespread popularity of PID controllers. With the availability of the process models, PID parameters can be derived either by analytic rules, such as the Ziegler-Nichols (Z-N) method\(^2,3\) and the internal-model-control (IMC) method,\(^4,6\) or by optimization methods in terms of certain control objectives.\(^7,8\) Even though most controlled processes have higher-order dynamics, it should be noted that the dynamics is usually slow, and the dynamic feature in the lower frequency range is of more concern. Because the process dynamics induced by small poles can usually be neglected, a majority of stable controlled processes can be well approached by simplified and stable first-order plus time delay (FOPTD) models or second-order plus time delay (SOPTD) models.\(^9,10\) Moreover, a significant number of practical PID design methods are based on these simplified models as well.\(^11-13\)
The performance of model-based controllers is highly related to the model accuracy, yet model uncertainty is inevitable because an extremely accurate process model is difficult to obtain in practice. The FOPTD or SOPTD models are usually built based on identification experiments, yet the identification error in the presence of stochastic noise and disturbances is unavoidable, which would further bring in model uncertainty in the stage of process modeling. In addition, the process nonlinearity is another critical cause for the model uncertainty. Most industrial processes are nonlinear, and linear process models can only approximate the process dynamics at a specific operating point. Since operating point changes are common in practice, a single linear model can hardly well represent the dynamics of nonlinear processes with varying operating points. The parameter uncertainty representation is a widely applied description of model uncertainty in practice due to the clear physical meaning, which assumes that the controlled process has uncertain but bounded parameters. The parameter bound can be estimated through model uncertainty analysis in the framework of system identification, or obtained by including local models at different operating points. Robust PID design and performance monitoring techniques aimed at possible plant model mismatch is a demanding issue to accommodate practical applications. The resulting PID controllers guarantee satisfactory performance in the presence of operating condition changes, and meanwhile the corresponding performance benchmark, which serves as a reference for detecting control performance degradation, is also more reasonable and accessible than single linear-model based benchmarks. A significant number of PID design methods for parameter uncertainty are based on the Kharitonov’s theorem that investigates the stability region of interval processes (with fixed delays). The Kharitonov region in the PID parameter space is
computed, which is the set of PID parameters stabilizing the parameter uncertain processes.\textsuperscript{19} Nevertheless, it should be noted that the Kharitonov theorem does not directly address the control performance issues for PID design. Another drawback of the Kharitonov-based methods is that they can hardly deal with the uncertainty of time delay. A more easily implemented method in practice is to resort to the conventional model-based PID for the nominal model such as the IMC-PID,\textsuperscript{21} and the parameter uncertainty issue is accommodated by adopting a proper IMC filter to increase the loop robustness. Yet in cases where the cancelled poles are overly slow compared to the dominant pole, the response to disturbance may be sluggish and the disturbance rejection performance is not satisfactory in general.\textsuperscript{22}

The PID design for parameter uncertain FOPTD processes has already been addressed in our previous work\textsuperscript{10}, where the PID controller is designed by directly minimizing the worst-case integrated squared error (ISE) subject to step set-point changes and the resulting robust PID is further utilized to establish an accessible performance benchmark for controller performance assessment. Despite the fact that FOPTD models are often reasonable and simple approximations of the controlled processes, there are still some processes with more complicated dynamics and are not suitable to be approximated by FOPTD models, and hence SOPTD models may be more reasonable approximations in such scenarios. Another issue of the method in that paper\textsuperscript{10} is the computational burden. The involved optimization problem is nonlinear and nonconvex, and the PID parameters are optimized by brutal grid search. Even though some simplifications have been applied to reduce the computation time, the computational burden is still a concern for practical implementation. To address these issues, a novel reference model approximation method is proposed in this article for parameter
uncertain SOPTD processes. The PID controllers are designed by reference-model approximation, which is different from directly minimizing the ISE. In the spirit of model-reference PID control,\textsuperscript{23-26} a reference model is adopted to describe the control objective, which is to enable the set-point response of the PID controller to follow the trajectory of the user-specified reference model. By specifying different types of reference models, the resulting PID can achieve either satisfactory tracking performance or disturbance rejection performance, which is a nice feature of the reference-model based approach. The PID parameters are derived by minimizing the divergence between the frequency response of the closed-loop system and that of the reference model. Even though conventional reference-model based PID design methods are aimed at fixed process models, in this study this kind of approach is extended to parameter uncertain cases. In model uncertain cases, the PID controller is aimed at a set of candidate process models, and a convex hull is established to approximate the frequency template of the parameter uncertain process. By this approach, an upper bound of the maximum approximation error is estimated accordingly, and consequently a convex optimization problem is formulated to derive the PID parameters in the model uncertain case, which is to minimize the upper bound of the maximum approximation error such that the closed-loop trajectory of each possible candidate model can approach that of the reference model. To ensure sufficient stability margin for parameter uncertainty, constraints on the closed-loop maximum sensitivity peak are added to the reference model approximation problem. Such constraints on loop robustness can be relaxed as linear inequality constraints using the standard convex-concave procedure.\textsuperscript{27-29} Hence the convexity of the reference model approximation problem is preserved, and the PID
parameters are optimized using iterative convex optimization techniques in a computationally cost efficient way.

The rest of this article is organized as follows. In Section 2, the problem to be solved is formulated. In Section 3, the reference model approximation method of PID controller design for a single linear model is depicted, and related implementation issues are discussed as well. Section 4 presents the reference model approximation method for SOPTD processes with parameter uncertainties. Illustrated examples are given in Section 5 to demonstrate the effectiveness of the proposed method. Some concluding remarks are provided in the final section.

2. PROBLEM FORMULATION

In the process industries, the dynamics of a majority of stable controlled processes can be well approximated by stable SOPTD models that are formulated as follows:

\[ p(s; \theta) = \frac{K}{T_2 s^2 + T_1 s + 1} e^{-\tau s} \]

where \( \theta = (K, T_1, T_2, \tau)^T \) is the parameter vector of the SOPTD model \( p(s; \theta) \). For the parameter uncertain SOPTD model \( P(s; \Theta) \), it can be viewed as the set of \( p(s; \theta) \) and is formulated as follows:

\[ P(s; \Theta) = \left\{ p(s; \theta) \left| \begin{array}{c} K^- \leq K \leq K^+, T_1^- \leq T_1 \leq T_1^+ \\ T_2^- \leq T_2 \leq T_2^+, \tau^- \leq \tau \leq \tau^+ \end{array} \right\} \]

The superscripts “-” and “+” represent the lower and upper bounds of the corresponding model parameter, respectively, and \( \Theta \) denotes the set of the process parameter vector \( \theta \):

\[ \Theta = \left\{ (K, T_1, T_2, \tau)^T \left| \begin{array}{c} K^- \leq K \leq K^+, T_1^- \leq T_1 \leq T_1^+ \\ T_2^- \leq T_2 \leq T_2^+, \tau^- \leq \tau \leq \tau^+ \end{array} \right\} \]
Furthermore, it is assumed that the sign of the gain of each model in $P(s; \Theta)$ is the same, and without loss of generality is assumed to be positive.

Consider the following feedback scheme shown in Figure 1.

![Figure 1 The SISO feedback control loop](image)

The closed-loop servo model $T(s)$ from setpoint change $R(s)$ to the process output $Y(s)$ is formulated as:

$$ T(s) = \frac{Y(s)}{R(s)} = \frac{P(s)C(s)}{1 + P(s)C(s)} \quad (4) $$

In practice, the form of PID controller is usually formulated:

$$ C(s) = K_p \left( 1 + \frac{1}{T_i s} + T_d s \right) \quad (5) $$

where $K_p$, $T_i$ and $T_d$ represent the controller gain, integral time and derivative time, respectively. For simplicity of mathematical formulas, the form of PID controllers in (5) is reformulated as $C(s; \beta) = K_p + \frac{K_i}{s} + K_d s$ and $\beta = (K_p, K_i, K_d)^T$ is the PID parameter vector. Since an explicit linear model is hardly available in practice, we aim at a robust PID controller that can guarantee satisfactory performance for $P(s; \Theta)$ defined in (2). In the spirit of model-reference control, the desired set-point response can be described by a user-specified reference model $T_r(s)$:

$$ Y(s) = T_r(s) R(s) \quad (6) $$

The design objective is described as follows:

(1) For each candidate model $p(s; \Theta)$ in $P(s; \Theta)$, the closed-loop servo model with
the PID controller $C(s)$ is expected to approximate that of a prespecified reference model $T_r(s)$;

(2) The stability margin of $C(s)$ for each candidate model $p(s;\theta)$ should be sufficient to guarantee control loop robustness and operation safety.

3. A REFERENCE-MODEL APPROXIMATION METHOD FOR PID CONTROLLER DESIGN

3.1 Derivation of PID parameters based on convex optimization

In this section, a convex optimization problem is formulated to calculate the desired PID controller for a single linear model. The sensitivity function $S(s;\beta)$ of $C(s;\beta)$ can be derived as follows:

$$S(s;\beta) = 1 - T(s;\beta) = \frac{1}{1 + P(s)C(s;\beta)}$$  \hspace{1cm} (7)

It is obvious that:

$$T(s;\beta) = P(s)C(s;\beta)S(s;\beta)$$  \hspace{1cm} (8)

If $C(s;\beta)$ can guarantee that servo model $T(s;\beta)$ is equivalent to the prespecified reference model $T_r(s)$, the following expression can be arrived:

$$T_r(s) = P(s)C(s;\beta)(1 - T_r(s))$$  \hspace{1cm} (9)

Nevertheless, it is rare that such condition can be fully satisfied, and thus the desired controller can be derived by minimizing the difference between the two sides of (9). This objective formulated in (9) is similar to that of the virtual reference feedback tuning (VRFT) design framework\textsuperscript{23-25} in some sense, but the major difference is that a full knowledge of the process model is utilized. It can be seen that the algebraic relation from $\beta$ to $C(s;\beta)$ is affine. A simple yet effective approach to approximation of the transfer functions can rely on
the frequency response:

\[
\min_{\beta} J = \|\Omega - \Phi : \beta\|^2 \\
\Omega = \begin{bmatrix} T_r (j\omega_1) & T_r (j\omega_2) & \cdots & T_r (j\omega_N) \end{bmatrix}^T
\]

(11)

\[
\Phi = \begin{bmatrix} H^1_{\delta} (j\omega_1) & H^2_{\delta} (j\omega_1) & H^3_{\delta} (j\omega_1) \\ H^1_{\delta} (j\omega_2) & H^2_{\delta} (j\omega_2) & H^3_{\delta} (j\omega_2) \\ \vdots & \vdots & \vdots \\ H^1_{\delta} (j\omega_N) & H^2_{\delta} (j\omega_N) & H^3_{\delta} (j\omega_N) \end{bmatrix}
\]

(12)

where \( H^1_{\delta} (j\omega), \ H^2_{\delta} (j\omega) \) and \( H^3_{\delta} (j\omega) \) are the frequency responses of \( P(s)(1 - T_r(s)) \), \( P(s)(1 - T_r(s))/s \) and \( P(s)(1 - T_r(s))s \) respectively, and \( T_r (j\omega) \) is the frequency response of \( T_r (s) \). The frequency responses of the involved transfer functions at the frequencies \( \omega_i \ (1 \leq i \leq N) \) are used for controller design, and \( \omega_N \) is the upper bound of the frequency range. In practice, the PID controller usually operates under the ultimate frequency of the controlled process, and \( \omega_N \) is specified as:

\[
\angle \left[ P(j\omega) \right]_{\omega = \omega_0} = -\pi
\]

(13)

Optimization problem (10) can be reformulated as:

\[
\min_{\beta} J = \|\tilde{\Omega} - \tilde{\Phi} : \beta\|^2
\]

(14)

\[
\tilde{\Omega} = \begin{bmatrix} \text{Re}(\Omega) \\ \text{Im}(\Omega) \end{bmatrix}; \tilde{\Phi} = \begin{bmatrix} \text{Re}(\Phi) \\ \text{Im}(\Phi) \end{bmatrix}
\]

(15)

Here, \( \text{Re}(X) \) and \( \text{Im}(X) \) represent the real matrices with the elements being the real and imaginary parts of the complex matrix \( X \), respectively. Problem (14) can be solved using the least-squares regression:

\[
\beta^* = (\tilde{\Phi}^T \tilde{\Phi})^{-1} \tilde{\Phi}^T \tilde{\Omega}
\]

(16)

### 3.2 Specifying the reference model

For model-reference control, the control objective can be expressed in terms of reference
models. The following first-order reference model is predominantly applied in model-reference control: \(^{(17)}\)

\[
T_r(s) = \frac{1}{\lambda s + 1}e^{-\tau s} 
\]

The delay should be set to be equal to the process delay, and the time constant \(\lambda\) of the response model determines the response speed with small values yielding faster responses. If a smooth setpoint response without overshoots is required, the reference model in (17) can be adopted for PID design. Yet, the tracking performance can be improved if reasonable overshoots are permitted, and thus the following second-order reference model with slightly underdamping coefficients can be adopted \(^{(18)}\):

\[
T_r(s) = \frac{1}{\alpha^2 s^2 + 2\xi\alpha s + 1}e^{-\tau s}, \quad 0.5 \leq \xi \leq 1
\]

Through a careful choice of the damping coefficient \(\xi\), the response speed can be accelerated compared to the FOPTD reference model, and meanwhile the closed-loop trajectory still remains smooth and the overshoot is acceptable.

The reference models in (17) and (18) can yield smooth set-point responses such that satisfactory tracking performance can be guaranteed. Nevertheless, for controlled processes with slow poles such as lag-dominant processes, the response of input load disturbance would be sluggish for these tunings, and hence the disturbance rejection would be poor. For better disturbance rejection performance, the following reference model can be adopted \(^{(19)}\):

\[
T_r(s) = \frac{\alpha s + 1}{\alpha^2 s^2 + 2\xi\alpha s + 1}e^{-\tau s}, \quad 0.5 \leq \xi \leq 1
\]

The lead part \(\alpha s + 1\) can compensate the effect of the slow pole and thus the disturbance
rejection performance is improved. Nevertheless, it must be emphasized that the overshoot is increased for this reference model, which means that set-point tracking performance is affected. Since one-degree-of-freedom (1DOF) PID controllers can hardly guarantee the tracking performance and disturbance rejection performance simultaneously, the lead part is desired to be specified depending on the practical requirements on the control objective.

4. REFERENCE MODEL APPROXIMATION FOR SOPTD PROCESSES WITH PARAMATRIC UNCERTAINTY

4.1 Optimization criterion of the model approximation problem based on the convex hull of the frequency template

The primary objective is to design a PID controller that can guarantee reasonable closed-loop responses for all candidate models in \( P(s;\Theta) \) despite the parameter uncertainty. Similarly, it is straightforward to describe the control objective in terms of a proper reference model, and hence the PID design is to enable the resulting response of each candidate model in \( P(s;\Theta) \) to approach the prespecified reference model as possible. Starting from this motivation, the optimization criterion can be formulated as follows:

\[
J(\beta) = \min_{\beta} \left\{ \max_{\theta \in \Theta} \| \Omega - \Phi(\theta) \cdot \beta \|^2 \right\}
\]

(20)

where the definition of \( \Omega \) is the same as that of problem (10) and \( \Phi(\theta) \) is the frequency response matrix generated via (12) by the candidate SOPTD model \( p(s;\theta) \) in \( P(s;\Theta) \). However, it should be noted that the optimization problem is a bi-level, implying that the computational burden is high. Alternatively, an upper bound of the inner optimization problem can be estimated based on the convex hull that approximates the frequency template \( P(j\omega;\Theta) \) of \( P(s;\Theta) \). The frequency template \( P(j\omega;\Theta) \) is the set of frequency responses
of the candidate models in $P(s; \Theta)$ at frequency $\omega$, which is defined as follows:

$$P(j\omega; \Theta) = \{ p(j\omega; \theta) | \theta \in \Theta \}$$

(21)

The optimization objective is altered by minimizing the upper bound of the maximum approximation error such that the computational burden can be reduced.

**Definition 1.** The convex hull of a finite point set $\{v_1, v_2, \ldots, v_n\}$ in the complex plane is the set of all convex combinations of the points in $\{v_1, v_2, \ldots, v_n\}$:

$$\text{conv} \{v_1, v_2, \ldots, v_n\} = \left\{ \sum_{i=1}^{n} \lambda_i v_i | \sum_{i=1}^{n} \lambda_i = 1, \lambda_i \geq 0 \right\}$$

(22)

Each point $v_i (i = 1, 2, \ldots, n)$ is called a vertex of the convex hull $\text{conv} \{v_1, v_2, \ldots, v_n\}$.

**Definition 2.** For the parameter uncertain SOPTD process $P(s; \Theta)$, a convex hull of the frequency template $P(j\omega; \Theta)$ is any convex hull $\text{conv} \{v_1(j\omega), v_2(j\omega), \ldots, v_n(j\omega)\}$ that contains $P(j\omega; \Theta)$:

$$P(j\omega; \Theta) \subseteq \text{conv} \{v_1(j\omega), v_2(j\omega), \ldots, v_n(j\omega)\}$$

(23)

The following lemma and proposition are considered, which are important for the simplification of model approximation problem.

**Lemma 1.** The maximum distance from a fixed point $\hat{v}$ in the complex plane to a convex hull $\text{conv} \{v_1, v_2, \ldots, v_n\}$ is taken at one of the vertices $v_i (i = 1, 2, \ldots, n)$.

**Proof.** The reduction to absurdity method is utilized to prove this lemma. Suppose the maximum distance from $\text{conv} \{v_1, v_2, \ldots, v_n\}$ to $v_0$ is taken at $\hat{v}$ that is not the vertex of the convex hull. Obviously, there exists a line segment in the convex hull that contains $\hat{v}$, and $\hat{v}$ is not the endpoint of the line segment:

$$\hat{v} = \lambda \hat{v}_1 + (1 - \lambda) \hat{v}_2, 0 < \lambda < 1$$

$$\hat{v}_1, \hat{v}_2 \in \text{conv} \{v_1, v_2, \ldots, v_n\}$$

(24)
Therefore $|v_0 - \hat{v}| < \max \left( |v_0 - \hat{v}_1|, |v_0 - \hat{v}_2| \right)$. This is in contradiction with the assumption that the maximum distance from the convex hull to $v_0$ is taken at $\hat{v}$ and thus ends the proof.

**Proposition 1.** Given a set of frequencies $\{\omega_1, \omega_2, \ldots, \omega_N\}$ and a series of convex hulls $\text{conv}\{v_1(j\omega_k), v_2(j\omega_k), \ldots, v_n(j\omega_k)\}$ that contain the frequency template $P(s; \Theta)$ at frequency $\omega_k$ ($k = 1, 2, \ldots, N$), then an upper bound of the inner problem in (20) is given as:

$$
\max_{\theta : \Theta} \|\Omega - \Phi(\theta) \cdot \beta\|_2^2 = \max_{\theta : \Theta} \left\{ \sum_{k=1}^{N} \left| T_r(j\omega_k) - p(j\omega_k; \theta) C(j\omega_k; \beta)(1 - T_r(j\omega_k)) \right|^2 \right\} 
\leq \sum_{k=1}^{N} \max_{i=1, 2, \ldots, \omega_k} \left| T_r(j\omega_k) - v_i(j\omega_k) C(j\omega_k; \beta)(1 - T_r(j\omega_k)) \right|^2 \quad (25)
$$

**Proof.** Since $p(j\omega_k; \theta) \in \text{conv}\{v_1(j\omega_k), v_2(j\omega_k), \ldots, v_n(j\omega_k)\}$, it is obvious that:

$$
p(j\omega_k; \theta) C(j\omega_k; \beta)(1 - T_r(j\omega_k)) \in \text{conv}\{v_1(j\omega_k) C(j\omega_k; \beta)(1 - T_r(j\omega_k)), \ldots, v_n(j\omega_k) C(j\omega_k; \beta)(1 - T_r(j\omega_k))\} \quad (26)
$$

Based on Lemma 1, the following inequality holds:

$$
\left| T_r(j\omega_k) - p(j\omega_k; \theta) C(j\omega_k; \beta)(1 - T_r(j\omega_k)) \right|^2 \leq \max_{i=1, 2, \ldots, \omega_k} \left| T_r(j\omega_k) - v_i(j\omega_k) C(j\omega_k; \beta)(1 - T_r(j\omega_k)) \right|^2 \quad \forall \theta \quad (27)
$$

Consequently

$$
\max_{\theta : \Theta} \left\{ \sum_{k=1}^{N} \left| T_r(j\omega_k) - p(j\omega_k; \theta) C(j\omega_k; \beta)(1 - T_r(j\omega_k)) \right|^2 \right\} 
\leq \sum_{k=1}^{N} \max_{i=1, 2, \ldots, \omega_k} \left| T_r(j\omega_k) - v_i(j\omega_k) C(j\omega_k; \beta)(1 - T_r(j\omega_k)) \right|^2 \quad (28)
$$

That ends the proof.

Based on Proposition 1, the maximum approximation error at frequency $\omega_k$ is bounded by the worst case among the vertices of the convex hull that contains the frequency response template $P(\omega_k; \Theta)$. Hence, instead of optimizing the time-consuming problem (20), one can minimize the worst approximation errors among the convex hull vertices to derive the desired PID parameters:
\[
\min_{\mathbf{\beta}} \bar{J}(\mathbf{\beta})
\]
\[
\bar{J}(\mathbf{\beta}) = \sum_{k=1}^{N} \max_{i=1,2,\ldots,n} |T_r(j \omega_k) - v_i(j \omega_k) C(j \omega_k; \mathbf{\beta})|^2
\]

This optimization problem is equivalent to the following constrained convex optimization problem:

\[
\min_{z_k \in \mathbb{R}, \mathbf{\beta} \in \mathbb{R}^3} \sum_{k=1}^{N} z_k^2
\]
\[
s.t. |T_r(j \omega_k) - v_i(j \omega_k) C(j \omega_k; \mathbf{\beta})| \leq z_k
\]
\[
i = 1, 2, \ldots, n
\]
\[
k = 1, 2, \ldots, N
\]

Hence the PID parameters can be searched in a cost efficient way by using elegant convex optimization procedures. Similar to the PID design for the single model case, in order to ensure the PID controller operate under proper frequencies, the upper bound \(\omega_N\) of the frequency range is selected such that the minimal angle of the corresponding frequency template is \(-\pi\):

\[
\min \{\text{Arg}[p(j \omega_N)]|p(j \omega_N) \in P(j \omega_N; \Theta)\} = -\pi
\]

where \(\text{Arg}[p(j \omega_N)]\) is the angle of \(p(j \omega_N)\).

### 4.2 Convex approximation of frequency templates

For the optimization problem (30), it is necessary to establish an appropriate convex hull that can well approximate the frequency template \(P(j \omega_k; \Theta)\). A natural approach is to first grid the whole parameter space or the edge of the parameters, and then establish the convex hull using the gridded frequency responses. Nevertheless, it must be emphasized that this approach may result in spurious computational burden since the number of the gridded frequency responses is increasing exponentially with the dimension of parameter space. In addition, most of the gridded frequency responses are internal points rather than the vertices.
of the convex hull, and the computational burden for searching the vertices among the gridded frequency responses is another practice concern.

Alternatively, these practical issues can be handled by gridding the angle range of $P(j\omega, \Theta)$. First, for a given $\omega$, the angle range of $P(j\omega, \Theta)$, which is $[\phi^{-}(\omega), \phi^{+}(\omega)]$, would be estimated first. Then for a specified $\phi \in [\phi^{-}(\omega), \phi^{+}(\omega)]$, the minimal and maximum magnitudes of the frequency responses $p(j\omega, \theta)$ with the angle $\phi$ can be calculated by the following optimization problem:

$$
\begin{align*}
g^{+}(\phi, \omega) &= \max |p(j\omega, \theta)| \\
g^{-}(\phi, \omega) &= \min |p(j\omega, \theta)|
\end{align*}
$$

s.t.

$$
\theta \in \Theta, \\
\text{Arg}[p(j\omega, \theta)] = \phi
$$

Hence, the convex hull that approximates $P(j\omega, \Theta)$ is established as:

$$
\text{conv}\{g^{-}(\phi_{1}, \omega)e^{i\phi_{1}}, g^{+}(\phi_{1}, \omega)e^{i\phi_{1}}, \ldots, g^{-}(\phi_{s}, \omega)e^{i\phi_{s}}, g^{+}(\phi_{s}, \omega)e^{i\phi_{s}}\}
$$

(33)

where $\{\phi_{1}, \ldots, \phi_{s}\}$ are the gridded angles that are in the range $[\phi^{-}(\omega), \phi^{+}(\omega)]$. Since there is only one parameter required to be gridded, this approach needs much fewer gridded points. Nevertheless, it should be noted that the optimization problem (32) is non-linear programming (NLP) problem. In the following simple procedures are proposed to solve the NLP problem (32) in a cost efficient way.

The angle and magnitude of $p(j\omega, \theta)$ are calculated as follows:

$$
\begin{align*}
\text{Arg}[p(\omega j; \theta)] &= \text{Arg}[\phi_{1}(\theta, \omega)] + \text{Arg}[\phi_{2}(\theta, \omega)] \\
|p(\omega j; \theta)| &= K|\phi_{1}(\theta, \omega)|
\end{align*}
$$

(34)

where
\[ \varphi_1(\theta, \omega) = \frac{1}{1-T_2^2\omega^2} + T_1\omega j, \]  
\[ \varphi_2(\theta, \omega) = e^{-\tau j} \]  
In addition, it should be noted that the set of \( \frac{1}{\varphi_1(\theta, \omega)} \) is a rectangle in the complex plane since the model parameters \( p(j\omega, \theta) \) are independent, which is denoted as \( \Psi(\omega) \) as follows:

\[
\Psi(\omega) = \left\{ \frac{1}{\varphi_1(\theta, \omega)} \mid \theta \in \Theta \right\} = \left\{ x + yj \mid 1 - \left(T_2^* \omega \right)^2 \leq x \leq 1 - \left(T_2^- \omega \right)^2 \right\} 
\]

Because \( \text{Arg}[p(\omega j; \theta)] \) is the sum of \( \text{Arg}[\varphi_1(\theta, \omega)] \) and \( \text{Arg}[\varphi_2(\theta, \omega)] \), the ranges of \( \text{Arg}[p(\omega j; \theta)] \) can be calculated resorting to the ranges of \( \text{Arg}[\varphi_1(\theta, \omega)] \) and \( \text{Arg}[\varphi_2(\theta, \omega)] \). Given the model parameter range \( \Theta \), we arrive at the following proposition:

**Proposition 2.** Given the frequency \( \omega \), for the model parameter range \( \Theta \) formulated in (3), the ranges of \( \text{Arg}[\varphi_1(\theta, \omega)] \) and \( \text{Arg}[\varphi_2(\theta, \omega)] \) are derived as:

\[
a^- = \min(\text{Arg}[\varphi_1(\theta, \omega)]) = \left\{ -\left(\arctan \frac{T_1^- \omega}{1-T_2^- \omega^2}\right), \omega < \frac{1}{\sqrt{T_2^-}} \right\} 
\]

\[
a^+ = \max(\text{Arg}[\varphi_1(\theta, \omega)]) = \left\{ -\left(\arctan \frac{T_1^+ \omega}{1-T_2^+ \omega^2}\right), \omega \geq \frac{1}{\sqrt{T_2^+}} \right\} 
\]

\[
b^- = \min(\text{Arg}[\varphi_2(\theta)]) = -\tau^- \omega, \quad b^+ = \max(\text{Arg}[\varphi_2(\theta)]) = -\tau^+ \omega \]

**Proof.** The angles of \( \text{Arg}[\varphi_1] \) and \( \text{Arg}[\varphi_2] \) are derived as:
\[
\text{Arg}[\phi_1(\theta, \omega)] = \begin{cases} 
-\left( \arctan \frac{T_1\omega}{1-T_2\omega^2} \right), & \omega < \frac{1}{\sqrt{T_2}} \\
\pi + \arctan \frac{T_1\omega}{1-T_2\omega^2}, & \omega \geq \frac{1}{\sqrt{T_2}} 
\end{cases} \tag{40}
\]

\[
\text{Arg}[\phi_2(\theta, \omega)] = -\tau \omega 
\]

Once frequency \( \omega \) is specified, it can be seen from (40) that \( \text{Arg}[\phi_2] \) is a decreasing function with respect to \( \tau \). The function \( f(T_1, T_2) = \arctan \frac{T_1\omega}{1-T_2\omega^2} \) is an increasing function with respect to \( T_1 \) and \( T_2 \) if \( \omega < 1/\sqrt{T_2} \), and it is a decreasing function with respect to \( T_1 \) and an increasing function with respect to \( T_2 \) if \( \omega \geq 1/\sqrt{T_2} \). Hence Propositions 2 can be validated.

For a given \( \text{Arg}[p(j\omega; \theta)] = \phi \), it implies that \( \text{Arg}[\phi_1(\theta, \omega)] + \text{Arg}[\phi_2(\theta, \omega)] = \phi \) according to (34). Therefore, the range \( [\phi^-(\omega), \phi^+(\omega)] \) of \( \phi \) is:

\[
\text{Arg}[p(\omega j; \theta)] \geq \phi^-(\omega), \quad \phi^-(\omega) = a^- + b^- \\
\text{Arg}[p(\omega j; \theta)] \leq \phi^+(\omega), \quad \phi^+(\omega) = a^+ + b^+ 
\]

(41)

Once \( \text{Arg}[p(j\omega; \theta)] \) is specified as \( \phi \), the range of \( \text{Arg}[\phi_1(\theta, \omega)] \) will be constrained. The range of \( \text{Arg}[\phi_1(\theta, \omega)] \) under the constraint \( \text{Arg}[\phi_1(\theta, \omega)] + \text{Arg}[\phi_2(\theta, \omega)] = \phi \) is denoted as \( [c^-, c^+] \). Noticing that \( \text{Arg}[\phi_1(\theta, \omega)] \) and \( \text{Arg}[\phi_2(\theta, \omega)] \) are independent because the parameters of \( p(j\omega; \theta) \) are independent as well, the constrained range \( [c^-, c^+] \) of \( \text{Arg}[\phi_1(\theta, \omega)] \) with \( \text{Arg}[p(j\omega; \theta)] \) being \( \phi \) is calculated as follows:

if \( b^+ - b^- > a^+ - a^- \), \( [c^-, c^+] = \begin{cases} 
[a^- + b^-, a^- + b^-] & ,a^- + b^- \leq \phi < a^+ + b^- \\
[a^-, a^+] & ,a^+ + b^- \leq \phi < a^- + b^- \\
[\phi - b^+, a^-] & ,a^- + b^- \leq \phi \leq a^+ + b^- 
\end{cases} \tag{42}
\]

if \( b^+ - b^- \leq a^+ - a^- \), \( [c^-, c^+] = \begin{cases} 
[a^- + b^-, \phi - b^-] & ,a^- + b^- \leq \phi < a^- + b^- \\
[a^-, \phi - b^-] & ,a^+ + b^- \leq \phi < a^+ + b^- \\
[\phi - b^+, a^-] & ,a^- + b^- \leq \phi \leq a^+ + b^- 
\end{cases} \tag{43}
\]
For a given $\text{Arg}[p(j\omega,\theta)] = \phi$, the constrained range $[c^-, c^+]$ of $\text{Arg}[\varphi_1(\theta, \omega)]$ is calculated via (42) or (43). Noting the fact $\text{Arg}[\varphi_1(\theta, \omega)] = -\text{Arg}[1/\varphi_1(\theta, \omega)]$, the range of $\text{Arg}[1/\varphi_1(\theta, \omega)]$ is also determined, which is $[-c^-, -c+]$. Because the magnitude of $p(j\omega, \theta)$ is only related with the $\varphi_1(\theta, \omega)$ and $K_0$, $g^+(\phi)$ and $g^-(\phi)$ of problem (32) can be calculated by the following problem:

$$
\begin{align*}
q^+(\phi, \omega) &= \max |x + yj| \\
q^-(\phi, \omega) &= \min |x + yj|
\end{align*}
$$

s.t.

$$
\begin{align*}
1 - (T^+_2 \omega)^2 &\leq x \leq 1 - (T^-_2 \omega)^2 \\
T^-_i \omega &\leq y \leq T^+_i \omega \\
-c^+ &\leq \text{Arg}[x + yj] \leq -c^-
\end{align*}
$$

Hence, $g^+(\phi, \omega)$ and $g^-(\phi, \omega)$ in (32) are computed as follows:

$$
\begin{align*}
g^+(\phi, \omega) &= \frac{K^+}{q^-(\phi, \omega)} \\
g^-(\phi, \omega) &= \frac{K^-}{q^+(\phi, \omega)}
\end{align*}
$$

The feasible region of the problem (44), which will be denoted as $\Gamma(\omega)$, is a convex polygon. An example of $\Gamma(\omega)$ is shown in Figure 2, and it is actually the remaining part of the rectangle $\Psi(\omega)$ in (36) cut by the lines $y = \tan(-c^2)x$. In addition, $\Gamma(\omega)$ is a convex hull expanded by its vertices, and it implies that both $q^+(\phi)$ and $q^-(\phi)$ can be calculated with ease noting that they are actually the maximum and minimal distance from the original point $(0,0)$ to $\Gamma(\omega)$, respectively.
**Figure 2** An example of $\Phi(\omega)$ showing the feasible region of problem (43)

**Proposition 3.** The maximum distance $q^*(\phi, \omega)$ from $(0,0)$ to $\Gamma(\omega)$ is achieved at the vertex of the $\Gamma(\omega)$.

**Proof.** Because $\Gamma(\omega)$ is the convex hull expanded by its vertices, Proposition 3 is the direct deduction of Lemma 1.

**Proposition 4.** If $\frac{\pi}{2} \notin [c^+, c^-]$, the minimum distance $q^-(\phi, \omega)$ from $(0,0)$ to $\Gamma(\omega)$ is achieved at the vertex of the $\Gamma(\omega)$.

**Proof.** The minimal distance is achieved at the edge of $\Gamma(\omega)$. Because $\frac{\pi}{2} \notin [c^+, c^-]$, it implies that $1 - (T^+\omega)^2 > 0$ or $1 - (T^-\omega)^2 < 0$. Hence all the edges are in the same quadrant, either in the first quadrant or the second quadrant. For the edges that are parallel to the $x$-axis or $y$-axis, the minimal distance to $(0,0)$ is achieved at their endpoints because the edges are in the same quadrant. For the edges that are in the line $y = \tan(-c^+)x$ or $y = \tan(-c^-)x$, the minimal distance to $(0,0)$ is at the endpoints as well noting that $(0,0)$ is also in the lines $y = \tan(-c^+)x$. Because the endpoints of the edges are also the vertices of $\Gamma(\omega)$, Proposition 4 can be validated.
Proposition 5. If \( \frac{\pi}{2} \in [-c^-, -c^-] \), the minimum distance \( q^- (\phi) \) from the origin \((0, 0)\) to \( \Gamma(\omega) \) is achieved at the point \((0, T_i^- \omega)\).

Proof. If \( \frac{\pi}{2} \in [-c^+, -c^-] \), it implies that \( 1 - (T_i^+ \omega)^2 \leq 0 \) and \( 1 - (T_i^- \omega)^2 \geq 0 \). Note that \((0, T_i^- \omega) \in \Gamma(\omega)\) and \( T_i^- \omega > 0 \), Proposition 5 can be easily validated and the proof is omitted for brevity.

Resorting to Propositions 3-5, solving the problem (32) is equivalent to finding the vertices of \( \Phi(\omega) \), which can be accomplished in a cost efficient way. The following algorithm is proposed to calculate the convex hull that approximates \( P(j\omega, \Theta) \):

Step 1. Calculate the angle ranges \([\phi^- (\omega), \phi^+ (\omega)]\) of \( p(j\omega, \Theta) \) using Equations (37)-(39) and (41).

Step 2. Partition the range \([\phi^- (\omega), \phi^+ (\omega)]\) into \( s \) grids \( \phi_1, \phi_2, \ldots, \phi_s \) with \( \phi^- (\omega) = \phi_i \) and \( \phi^+ (\omega) = \phi_s \).

Step 3. Set \( i=1 \).

Step 4. Calculate the constrained angle range \([c^-, c^+]\) of \( \varphi_i(\Theta, \omega) \) under the constraint \( \text{Arg}[\varphi_1(\Theta, \omega)] + \text{Arg}[\varphi_2(\Theta, \omega)] = \phi_i \) using (42) and (43).

Step 5. Calculate the vertices of \( \Gamma(\omega) \).

Step 6. Calculate \( q^+ (\phi, \omega) \) and \( q^- (\phi, \omega) \) using Propositions 3-5, and calculate \( g^+ (\phi_i, \omega) \) and \( g^- (\phi_i, \omega) \) using (45).

Step 7. Increment \( i=i+1 \) and repeat Steps 4-5 until \( i=s \).

Step 8. Establish the convex hull that approximates \( P(j\omega, \Theta) \) as \( \text{conv}\{g^- (\phi_i, \omega) e^{\delta i}, g^+ (\phi_i, \omega) e^{\delta i}, \ldots, g^- (\phi_s, \omega) e^{\delta i}, g^+ (\phi_s, \omega) e^{\delta i}\} \).

4.3 Convex-concave procedure for constraints on loop robustness
Pursuing optimal control performance regardless of loop robustness is not advisable in industrial applications, and practical constraints on loop robustness should be considered to guarantee reasonable tuning. The robustness is quantified in terms of the sensitivity peak $M_s$:

$$M_s(P(s), C(s)) = \max_\omega \left| \frac{1}{1 + P(j\omega)C(j\omega)} \right|$$  \hspace{1cm} (46)

The index $M_s$ is actually the inverse of minimal distance of point (-1, 0) in the complex plane to the Nyquist plot of $P(j\omega)C(j\omega)$, and lower values of $M_s$ indicates improved robustness. A practical approach is to impose constraints on the following 8 cases $p_i(s)$ ($i = 1, 2, \cdots, 8$) with the most extreme dynamics to guarantee loop robustness:

$$\begin{align*}
p_1(s) &= \frac{K^+}{T_2^s s^2 + T_1^s s + 1} e^{-\tau^+ s}, & p_2(s) &= \frac{K^+}{T_2^s s^2 + T_1^s s + 1} e^{-\tau^- s} \\
p_3(s) &= \frac{K^+}{T_2^s s^2 + T_1^s s + 1} e^{-\tau^- s}, & p_4(s) &= \frac{K^+}{T_2^s s^2 + T_1^s s + 1} e^{-\tau^+ s} \\
p_5(s) &= \frac{K^-}{T_2^s s^2 + T_1^s s + 1} e^{-\tau^- s}, & p_6(s) &= \frac{K^-}{T_2^s s^2 + T_1^s s + 1} e^{-\tau^+ s} \\
p_7(s) &= \frac{K^-}{T_2^s s^2 + T_1^s s + 1} e^{-\tau^- s}, & p_8(s) &= \frac{K^-}{T_2^s s^2 + T_1^s s + 1} e^{-\tau^- s}
\end{align*}$$  \hspace{1cm} (47)

A larger process delay is not beneficial for loop stability and reduces the phase margin, and hence the constraints on the maximum sensitivity are imposed on the models with the largest process delay. The gains and time constants of $p_i(s)$ are either the minimal or the maximum values of the corresponding parameter range, and these models have the most extreme dynamic properties, including the most intense or insensitive response for controller actions.

Hence unreasonable tuning with low robustness degree is avoided by considering the additional constraints on $M_s$ of these extreme cases:
where $\delta_s$ is the specified maximum allowable sensitive peak value for these extreme cases, and $\omega_n$ ($1 \leq n \leq M$) are the gridded frequencies for estimation of the sensitive peak. The range of $\omega_n$ should be wide enough to cover the dominant frequency range of the sensitivity function. Constraints (48) are equivalent to the following circle constraints:

$$\left| \frac{1}{\delta_s} \left( 1 + p_l(\omega_n j) C(\omega_n j; \beta) \right) \right| \leq 0$$

(49)

The reference model approximation problem with constraints on loop robustness is formulated as follows:

$$\min_{z_i \in R, \beta \in R^3} \sum_{k=1}^{N} z_k^2$$

s.t.

$$\left| T_r(\omega_k) - v_i(\omega_k) C(\omega_k; \beta) \right| \leq z_k, \forall i, k$$

$$\left| \frac{1}{\delta_s} - 1 + p_l(\omega_n j) C(\omega_n j; \beta) \right| \leq 0, \forall l, n$$

(50)

The constraints (49) are not convex, and hence convex optimization technique cannot be applied to (50) directly. Nevertheless, constraints (49) are the difference of two convex functions, which can be relaxed as convex constraints using the standard convex-concave programming (CCP):27-29

$$\frac{1}{\delta_s} - \text{Re} \left\{ \left( 1 + p_l(\omega_n j) C(\omega_n j; \beta) \right)^* \left( 1 + p_l(\omega_n j) C(\omega_n j; \beta) \right) \right\} \leq 0$$

(51)

where “*” denotes the complex conjugate and $\beta_q = (K_p^q, K_i^q, K_d^q)^T$ is a known feasible PID solution that satisfies the constraints (49). The detailed principle of CCP and derivation of (51)
is reviewed in the Appendix. The constraints (51) are actually linear inequalities and are thus convex. By replacing constraints (49) by their convex-concave relaxations, a relaxed convex problem can be derived:

$$
\begin{align*}
\min_{z_k \in \mathbb{R}, \beta \in \mathbb{R}} & \sum_{k=1}^{N} z_k^2 \\
\text{s.t.} & \left| T_l(j \omega_k) - v_l(j \omega_k) C(j \omega_k; \beta) \right| \leq z_k, \forall i, k \\
& \frac{1}{\delta_S} - \text{Re} \left( \frac{1 + p_l(\tilde{\omega}_n, j) C(\tilde{\omega}_n, j; \beta)}{1 + p_l(\tilde{\omega}_n, j) C(\tilde{\omega}_n, j; \beta)} \right)^{-1} \leq 0, \forall l, n
\end{align*}
$$

(52)

It should be noted that the constraints (51) are stricter than the original constraints, which means that the PID parameter vector $\beta$ guarantees to satisfy the constraints (49) if constraints (51) are also satisfied. Hence, the feasible set of the relaxed problem (52) is a convex subset of the problem (50). To approximate the optimal solution to the original problem (50), an iterative procedure is applied in the convex-concave optimization framework.

Denote the optimal PID parameters of the $q$’th iteration to problem (52) as $\beta_q$, and it can be used to generate the optimization problem as (52) for the $(q+1)$’th iteration. The optimal solution $\beta_{q+1}$ to the $(q+1)$’th iteration is guaranteed to be feasible, because the relaxed constraints are stricter and the original constraints can be satisfied. Meanwhile, the optimal objective value of $\beta_{q+1}$ is not increased compared to the last iteration, and finally the iterated optimal objective would converge to a saddle point or a local minimum.\(^{29}\) Even though it is not guaranteed that a global solution can be searched, the convex-concave procedures can usually provide satisfactory solutions.\(^{29}\) The detailed optimization procedure is depicted as follows.

Step 1. Grid the frequency as $\{\omega_k\}$ and $\{\tilde{\omega}_n\}$. The maximum frequency $\omega_n$ of the gridded
frequency \( \{\omega_k\} \) should satisfy \( \min \left\{ \text{Arg} \left[ p(j\omega_n) \right] \mid p(s) \in P(j\omega_n; \Theta) \right\} = -\pi \), while \( \tilde{\omega}_n \) should cover the dominant frequency range of the closed-loop system.

Step 2. For each gridded frequency \( \omega_k \) in \( \{\omega_k\} \), establish the convex hull \( \text{conv} \left\{ g^-(\phi_i, \omega_k) e^{\delta_j}, g^+ (\phi_i, \omega_k) e^{\delta_j}, \ldots, g^- (\phi_i, \omega_k) e^{\delta_j}, g^+(\phi_i, \omega_k) e^{\delta_j} \right\} \) of \( P(j\omega_k; \Theta) \) using the method proposed in Section 4.2, and the set \( \{v_i(j\omega_k)\} \) in problem (50) is specified as \( \{ g^-(\phi_i, \omega_k) e^{\delta_j}, g^+ (\phi_i, \omega_k) e^{\delta_j}, \ldots, g^- (\phi_i, \omega_k) e^{\delta_j}, g^+(\phi_i, \omega_k) e^{\delta_j} \} \).

Step 3. Find an initial solution \( \beta_0 \) to the problem (50). A proper initialization can be a very conservative PID with a small gain, small derivative time and long integral time.

Step 4. Set \( q=1 \).

Step 5. Relax the constraints via (51) using the optimal solution \( \beta_{q-1} \) obtained from the last iteration, and search the optimal solution \( \beta_q \) to the relaxed convex problem (52) using convex optimization techniques.

Step 6. If \( \left| f(\beta_q) - f(\beta_{q-1}) \right| \leq \varepsilon \) where \( f(\beta_q) \) denotes the optimal objective of the \( q \)’th iteration and \( \varepsilon \) is the prespecified tolerance, then stop the iterative procedure and export the optimized PID parameter \( \beta_q \). Otherwise increase \( q=q+1 \) and return to Step 5 to continue the convex-concave procedure.

5. CASE STUDIES

5.1 An illustrative example

In this section, a numerical example is presented to demonstrate the applicability of the proposed method. The purpose of this section is to show that the reference model shaping considerations can be incorporated into the design procedure such that the different tuning objective can be achieved.
Consider the following parametric uncertain process:

\[ P(s; \Theta) = \left\{ \frac{K}{T_2 s^2 + T_3 s + 1} e^{-\tau s} \right\} \]

\[ 0.7 \leq K \leq 1.3, 10 \leq \tau \leq 20, \]
\[ 60 \leq T_1 \leq 110, 525 \leq T_2 \leq 975 \]  \hspace{1cm} (53)

Achieving satisfactory tracking performance is a very common PID design objective in practice, and hence the following reference model is adopted for PID design:

\[ T_r^i(s) = \frac{1}{14.38^2 s^2 + 1.6 \cdot 14.38 s + 1} e^{-20 s} \]  \hspace{1cm} (54)

This damping ratio of the reference model is 0.8 to yield a smooth setpoint response. The delay of \( T_r(s) \) is set to be equal to the maximum delay. The response speed is restricted by the process delay, and \( \lambda \) is chosen to be 14.38 such that the time constant of \( T_r(s) \) would not be much shorter than the delay of the controlled process and the resulting closed-loop response would be reasonable. To guarantee loop robustness, \( \delta_s \) in optimization problem (50) is restricted not to exceed 2, and the resulting PID controller is

\[ C_i(s) = 1.52 \left( 1 + \frac{1}{63.6 s} + 12.4 s \right) \].

Even though the constraints are only imposed on the 8 extreme cases, the resulting worst-case sensitivity peak of \( P(s; \Theta) \) is 2. The step response of \( C_i(s) \) with respect to the parameter uncertain process \( P(s; \Theta) \) is shown in Figure 4, and each trajectory represents the closed-loop set-point response for a possible candidate model. It can be seen that the step response of each candidate model of \( P(s; \Theta) \) is smooth, and thus the tracking performance can be quantified to be satisfactory.
In general, the servo performance and regulatory performance can hardly be guaranteed simultaneously by 1DOF PID controllers. Hence the sluggish response to the input disturbance is the side effect of a smooth setpoint response. To compensate this issue, the following reference model with a lead part is adopted with the purpose for improving the disturbance rejection performance:

\[
T_r^2(s) = \frac{1.5*34.38s+1}{34.38^2s^2+1.6*34.38s+1}e^{-20s}
\]  

(55)

To ensure similar robustness degree as \(C_1(s)\), \(\delta_s\) in optimization problem (50) is restricted not to exceed 2, and the worst-case sensitivity peak is 2 as well. The resulting PID controller is \(C_2(s) = 1.54\left(1+\frac{1}{35.9s}+17.4s\right)\). The step response of \(C_2(s)\) and the reference model \(T_r^2(s)\) subject to the setpoint change is shown in Figure 5. Compared to \(C_1(s)\), the PID controller \(C_2(s)\) designed using the reference model \(T_r^2(s)\) for improved disturbance rejection performance would yield smaller integral time and the overshoots are larger. The response of \(C_1(s)\) and \(C_2(s)\) subject to step input load disturbance for \(P(s;\Theta)\) is compared in Figure 6, and it can be observed that the settling time of \(C_2(s)\) is shorter than
that of $C_1(s)$ in general, and the hence $C_2(s)$ have improved disturbance rejection performance compared to $C_1(s)$. To quantify the tracking performance and disturbance rejection performance, the average IAE values for step setpoint changes and input load disturbances, which are calculated by gridding the parameter ranges of $P(s; \Theta)$, are compared in Table 1. At the expenses of increasing the overshoot of the setpoint response, it is concluded that the disturbance rejection performance can be improved significantly. Even though a 1DOF PID controller can hardly ensure improved set-point tracking performance and load disturbance rejection performance simultaneously, it can be seen from this example that the proposed method still provides a flexible approach to PID design for different tuning objectives. The reference model approach can guarantee either improved tracking performance or disturbance rejection performance by specifying different types of reference models, depending on the practical control objective.

![Figure 5](image.png)

**Figure 5** Step responses of $C_2(s)$ subject to setpoint changes with respect to $P(s; \Theta)$
Figure 6 Step responses of $C_1(s)$ and $C_2(s)$ subject to input load disturbance with respect to $P(s; \Theta)$

Table 1 Average IAE of $C_1(s)$ and $C_2(s)$ with respect to $P(s; \Theta)$

<table>
<thead>
<tr>
<th>PID</th>
<th>Average IAE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Setpoint tracking</td>
</tr>
<tr>
<td>$C_1(s)$</td>
<td>57.5</td>
</tr>
<tr>
<td>$C_2(s)$</td>
<td>66.3</td>
</tr>
</tbody>
</table>

5.2 Evaluation of the proposed method

In this section, the effectiveness of the proposed method is validated through representative numerical examples. In order to cover a wider range of process dynamics, this section would consider one lag-dominant process, one with balanced lag and delay and one delay-dominant process:

$$
\begin{align*}
    p_1(s) &= \frac{1}{1000s^2 + 110s + 1} e^{-10s} \\
    p_2(s) &= \frac{1}{400s^2 + 50s + 1} e^{-40s} \\
    p_3(s) &= \frac{1}{20s^2 + 12s + 1} e^{-50s}
\end{align*}
$$

(56)

The processes $P_1(s; \Theta) \sim P_3(s; \Theta)$ with parametric uncertainty are extended by the nominal models $p_1(s) \sim p_3(s)$ as the center respectively, and each parameter has an uncertainty of $\pm 30\%$. For comparison purposes, the SIMC and AMIGO tuning rules are studied because
these two existing approaches can be complemented with ease and provide effective tuning in most scenarios. The SMIC tuning and AMIGO tuning are based on the nominal models \( p_1(s) \sim p_3(s) \). Even though these two design methods are aimed at a single linear model, loop robustness for model uncertainties can still be guaranteed by applying a reasonable tuning. To achieve a balance between tracking performance and disturbance rejection performance, the following reference model was utilized by the proposed method:

\[
T_r(s) = \frac{0.8\lambda s + 1}{\lambda^2 s^2 + 1.6\lambda s + 1} e^{-\tau s} \tag{57}
\]

For all the PID design methods, the \( M_s \) for the worst case among all the candidate models are specified to be the same such that a similar robustness degree for different design methods is ensured.

The average IAE values subject to step setpoint changes and input load disturbance are utilized to quantify the set-point tracking and disturbance rejection performance, which are calculated by gridding the parameters of \( P_1(s; \Theta) \sim P_3(s; \Theta) \). In Table 1, related performance measures are listed, and the closed-loop responses of different PID design methods for the step set-point change and load disturbance are shown in Figures 7~9. For almost all cases, the proposed method can achieve both improved tracking performance and disturbance rejection performance compared to the SIMC PID and AMIGO PID, except for the lag-dominant process \( P_1(s; \Theta) \) where the tracking performance of SIMC PID is comparable to that of the proposed method. Yet in this case the disturbance rejection performance of the proposed PID is much better than that of the SIMC, which means that the tuning parameters by the proposed method are more reasonable. Furthermore, a feature of the proposed method is that it can be applied to a wider range of process dynamics. As indicated in Table 2, the SIMC PID would
yield poor tuning for the delay-dominant process $P_3(s; \Theta)$, while the parameters of AMIGO PID are conservative for the lag-dominant process $P_1(s; \Theta)$. In contrast, the proposed method can guarantee satisfactory performance for all the cases $P_1(s; \Theta) \sim P_3(s; \Theta)$ in spite of the divergent dynamic properties.

**Table 2. Performance assessment of different PID tuning methods**

<table>
<thead>
<tr>
<th>process $P_i(s; \Theta)$</th>
<th>Design methods</th>
<th>$K_p$</th>
<th>$T_i$</th>
<th>$T_d$</th>
<th>Setpoint</th>
<th>Disturbance</th>
<th>Average IAE</th>
<th>worst-case $M_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1(s; \Theta)$</td>
<td>Proposed PID</td>
<td>2.80</td>
<td>63.1</td>
<td>12.0</td>
<td>45.4</td>
<td>24.1</td>
<td>1.85</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SIMC-PID</td>
<td>2.70</td>
<td>100</td>
<td>10</td>
<td>45.3</td>
<td>37.1</td>
<td>1.85</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AMIGO-PID</td>
<td>2.05</td>
<td>72.5</td>
<td>7.15</td>
<td>55.8</td>
<td>36.3</td>
<td>1.85</td>
<td></td>
</tr>
<tr>
<td>$P_2(s; \Theta)$</td>
<td>Proposed PID</td>
<td>0.483</td>
<td>38.1</td>
<td>24.3</td>
<td>106.4</td>
<td>96.7</td>
<td>1.94</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SIMC-PID</td>
<td>0.359</td>
<td>40.00</td>
<td>10.00</td>
<td>126.2</td>
<td>118.74</td>
<td>1.94</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AMIGO-PID</td>
<td>0.465</td>
<td>53.74</td>
<td>14.65</td>
<td>123.2</td>
<td>117.1</td>
<td>1.94</td>
<td></td>
</tr>
<tr>
<td>$P_3(s; \Theta)$</td>
<td>Proposed PID</td>
<td>0.262</td>
<td>26.5</td>
<td>11.7</td>
<td>108.1</td>
<td>104.0</td>
<td>1.92</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SIMC-PID</td>
<td>0.0745</td>
<td>10</td>
<td>2</td>
<td>144.3</td>
<td>138.82</td>
<td>1.92</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AMIGO-PID</td>
<td>0.261</td>
<td>27.29</td>
<td>9.46</td>
<td>111.2</td>
<td>106.5</td>
<td>1.92</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 7** Closed-loop responses of different PID methods for $P_1(s)$
In this section, the effectiveness of the proposed method is validated through a nonlinear process. It is the furnace control system for preheating the crude oil in a refinery plant, and a
brief sketch of this unit is shown in Figure 10. The fuel and air is mixed and burnt in the furnace to preheat the crude oil. The outlet temperature is controlled by a PID controller with the fuel flow as the manipulated variable. Through mechanism analysis, the fuel flow has the dominant influence on the outlet temperature, and the process dynamics can be well approximated by SOPTD models. This unit is simulated on the widely applied process simulation software in the process industry, which is Honeywell UniSim Design R410.

![Figure 10. The sketch of the furnace](image_url)

The controlled processes have significant nonlinear dynamics, which implies that locally linearized models obtained at different operating conditions have significant divergence with each other. Especially, the inlet feed flow has the most prominent influences on the process dynamics because the thermal load is closely related with the feed flow. Consider the operating point of the feed flow in the range of [150, 200] ton/h. Data-driven identification methods were applied for process modeling. To design a proper PID controller for this nonlinear process, 3 different linearized models were identified using closed-loop operating data from 3 different operating points:
Feed flow=150 ton/h: \[ p_1(s) = \frac{0.79}{3607s^2 + 265.4s + 1} e^{-4s} \]  

Feed flow=175 ton/h: \[ p_2(s) = \frac{0.59}{2713s^2 + 247.7s + 1} e^{-4s} \]  

Feed flow=200 ton/h: \[ p_3(s) = \frac{0.45}{2096s^2 + 219.8s + 1} e^{-4s} \]  

Hence, the following parametric uncertain SOPTD model \( P(s; \Theta) \) was used by the proposed method, which are obtained by combinations of the linearized models \( p_1(s) - p_3(s) \)

\[
P(s; \Theta) = \begin{cases} 
\frac{K}{T_2s^2 + T_1s + 1} e^{-\tau s} & \begin{cases} 
0.44 \leq K \leq 0.8, 210 \leq T_1 \leq 270 \\
2050 \leq T_2 \leq 3650, \tau = 4 
\end{cases} 
\end{cases}
\]  

The following reference model was used by the proposed method for a balanced tracking and disturbance rejection performance.

\[ T_r(s) = \frac{8.8s + 1}{64s^2 + 12.8s + 1} e^{-4s} \]  

The SIMC PID was tuned based on the nominal model:

\[ p_0(s) = \frac{0.62}{2850s^2 + 240s + 1} e^{-4s} \]  

The Amigo PID was tuned based on the first-order approximation \( \tilde{p}_0(s) \) of \( p_0(s) \):

\[ \tilde{p}_0(s) = \frac{0.62}{230s + 1} e^{-14s} \]  

For all the PID design methods, the PID parameters are tuned to ensure that the worst-case sensitivity peak \( M_s \) among all candidate models in \( P(s; \Theta) \) is 1.62. To evaluate the set-point tracking performance and disturbance rejection performance, step changes are introduced to the outlet temperature set point and the feed flow set point respectively.

The PID parameters and the corresponding closed-loop performance under the 3 different operating conditions of different methods are listed in Table 3, and Figure 10 shows the closed-loop responses for the step setpoint change and input load disturbance. The proposed PID can achieve reasonable set-point tracking performance and disturbance
rejection performance under the 3 different operating conditions. The tracking performance is satisfactory with the lowest ISE among all the methods, and meanwhile the overshoots are acceptable as well, which do not exceed 15%. Moreover, the load disturbance rejection performance of the proposed PID is much better than the other two PID controllers because both the corresponding ISE and the settling time are the lowest, as shown in Figure 10. For the SIMC PID, the set-point tracking performance is quantified to be good due to the smooth response and the reasonable ISE. Nevertheless, the disturbance rejection performance is poor and it takes a long time for the SIMC PID to eliminate the control error, and this is the side effect of SIMC tuning. This process is a typical lag-dominant process that has a much larger process time constant than the delay, and hence the AMIGO PID would yield an improper tuning with an overly small controller gain and integral time in this case. It is concluded that the proposed method is more reasonable because of a balanced set-point tracking and disturbance rejection performance.

**Table 3. Performance assessment of different PID tuning methods**

<table>
<thead>
<tr>
<th>Feed flow</th>
<th>Design methods</th>
<th>PID parameters</th>
<th>IAE</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$K_p$</td>
<td>$T_i$</td>
<td>$T_d$</td>
</tr>
<tr>
<td>150</td>
<td>Proposed PID</td>
<td>38.2</td>
<td>188</td>
<td>7.34</td>
</tr>
<tr>
<td></td>
<td>SIMC-PID</td>
<td>28.1</td>
<td>228</td>
<td>12.4</td>
</tr>
<tr>
<td></td>
<td>AMIGO-PID</td>
<td>14.9</td>
<td>72.8</td>
<td>5.37</td>
</tr>
<tr>
<td>175</td>
<td>Proposed PID</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SIMC-PID</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AMIGO-PID</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>Proposed PID</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SIMC-PID</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AMIGO-PID</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
6. CONCLUSIONS

In this article, a reference-model approximation PID design method for parameter uncertain SOPTD processes is proposed. The presented method relies on approximating the frequency responses of a user-specified reference model such that the closed-loop set-point trajectory can approach to that of the reference model. Resorting to the convex hull that approximates the frequency template of the SOPTD process with model uncertainty, a convex optimization problem is formulated to derive expected PID parameters. Constraints on the maximum sensitive peak are added to guarantee the loop robustness, which are further relaxed as linear inequality constraints based on the standard convex-concave procedures to preserve the computation efficiency. By a proper design of the reference model, the proposed design method can guarantee balanced tracking performance and disturbance rejection performance.

APPENDIX: THE CONVEX-CONCAVE PROGRAMMING (CCP)

The convex-concave programming is an effective procedure to relax inequality constraints that are formulated as a difference between two convex functions.\(^{29}\)
\[ f_i(\beta) - g_i(\beta) \leq 0 \quad i = 1, ..., m \]  

(A1)

where \( f_i(\beta) \) and \( g_i(\beta) \) are convex functions. The feasible region \( \{\beta\} \) of (A1) is non-convex because \( -g_i(\beta) \) is nonconvex. The affine approximation of \( g_i(\beta) \) at \( \beta_q \) is:

\[ \tilde{g}_i(\beta; \beta_q) = g_i(\beta_q) + \nabla g_i(\beta_q)^T (\beta - \beta_q) \]  

(A2)

where \( \nabla g_i(\beta_q) \) is the gradient of \( g_i(\beta) \) at \( \beta_q \). By replacing \( g_i(\beta) \) by their affine approximations, (A1) can be relaxed as:

\[ f_i(\beta) - \tilde{g}_i(\beta; \beta_q) \leq 0 \quad i = 1, ..., m \]  

(A3)

The constraints (A3) are convex. Because \( g_i(\beta) \) is convex, it is obvious that \( \tilde{g}_i(\beta; \beta_q) \leq g_i(\beta) \), and hence \( f_i(\beta) - g_i(\beta) \leq f_i(\beta) - \tilde{g}_i(\beta; \beta_q) \). Hence, constraints (A1) are guaranteed if (A3) is fulfilled, and the feasible region of (A3) is the convex subset of (A1).

Using CCP, constraints (49) can be relaxed as (51) noting the fact the affine approximation of \( \left|1 + p_i(\tilde{a}_n j)C(\tilde{a}_n j; \beta)\right| \) at \( \beta_q \) is:

\[ \text{Re} \left\{ \left|1 + p_i(\tilde{a}_n j)C(\tilde{a}_n j; \beta)\right|^* \right\} \left(1 + p_i(\tilde{a}_n j)C(\tilde{a}_n j; \beta)\right) \leq 0 \]  

(A4)
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