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Abstract—With the increase of system complexity in both platforms and applications, power modelling of heterogeneous systems is facing grand challenges from the model scalability issue. To address these challenges, this paper studies two systematic methods: selective abstraction and stochastic techniques. The concept of selective abstraction via black-boxing is realised using hierarchical modelling and cross-layer cuts, respecting the concepts of boxability and error contamination. The stochastic aspect is formally underpinned by Stochastic Activity Networks (SANs). The proposed method is validated with experimental results from Odroid XU3 heterogeneous 8-core platform and is demonstrated to maintain high accuracy while improving scalability.

I. INTRODUCTION
Continued scaling of semiconductor technology has caused an increase of computing system capabilities, and with it, a seemingly unstoppable expansion of system application space. This is leading to a rapid increase of system complexity and diversity, exacerbating the scalability of system modelling. A typical example of such complex and diverse systems is multi-core heterogeneous platforms.

Addressing the model complexity is highly challenging due to the trade-off between quality (i.e. the accuracy, precision, and fidelity) of the model and its usability (defined by scalability, computation complexity, and design effort), as shown in Figure 1.

Modelling non-functional properties, e.g. power dissipation, is as crucial as modelling functional properties, such as operational correctness [6]. Non-functional models typically include functional representations. A widely-used method of modelling power uses Virtual Prototypes (VP) to generate states from a functional simulation for use in power simulators forming a co-simulation [17], [12].

Analogue hardware models such as SPICE models provide some of the highest representational quality, but they are not usable for studying entire computers with software running on hardware. For such studies, discrete event models, such as Instruction Set Architecture- (ISA-) accurate [7], cycle-accurate and RTL models [5], are useful when studying functional properties. Instruction Set Simulators (ISS), however, commonly have simulation speeds of the order of a few Million Instructions Simulated per Second (MISPS) [1], [17], and this puts a limit on their usability when the system scales to many-cores, especially for statistical analysis [8].

There have been, as a result, significant efforts in model simplification for power studies. One way of simplifying away from ISA- or cycle-accuracy targeting multiple cores is extrapolation [9]. In this approach, a typical subsystem (e.g. a single core) is fully characterized and represented with a complete model, and other similar cores are represented by simplified models obtained through extrapolation. However, this method tends to be less effective for highly heterogeneous systems. It is also possible to depart from ISA-accuracy through abstraction. For instance, Transaction Level Modelling (TLM) concentrates on the functional properties of larger system blocks [4], [13].

Functional modelling can be highly abstracted by using stochastic techniques, shrinking models by regarding system behaviours as stochastic, rather than deterministic [8].

Non-functional parameters like power also open up further ways to systematic model simplifications based on what may be called the “significance factor” [14]. During any particular operation of a heterogeneous system consisting of multiple parts, some parts of the system may consume more power than other parts. If a quantitative power model is to be precise to a certain degree, it makes sense to make the model power-proportional by using a simpler model for a less power hungry part and a detailed model for a more power hungry part. This approach can be broadly described as selective abstraction, i.e. the level of abstraction (and therefore the cost and quality) of each part of the model depends on the part’s contribution to the parameter under study.

This work aims towards the scalable modelling of multi-core heterogeneous systems by concentrating on stochastic modelling and selective abstraction. By doing so, we seek to support designers to systematically traverse the trade-off space between modelling quality and model scalability in “good” trajectories, shown in Figure 1 as vectors, as opposed to ad-hoc techniques targeting specific points in this trade-off.
A. Research Methodology and Contributions

In order to validate the presented ideas, we created a model of a real hardware multi-core heterogeneous system using a mature stochastic modelling method, applied the proposed method of selective abstraction to optimise the model for scalability, and evaluated the cost and the accuracy against the actual measurements. Stochastic Activity Networks (SANs) [16] is a well-known modelling method with an extensive support by the Möbius tool [2] provides the capabilities to model power as a reward function, thus has been used to facilitate the stochastic modelling aspect of the method. Odroid XU3 development board [3] based on the ARM big.LITTLE architecture has been selected as the target system for modelling.

The following contributions have been made:
- We developed new structuring methods to tackle complexity and scalability in modelling by providing a power-proportionality metric for selective abstraction and methods to retain accuracy by avoiding error contamination.
- We validated these methods using power modelling in SANs and showed their effectiveness in improving the trade-offs between accuracy, scalability, and usability.

The paper is organised as follows. Section II described the workflow and the method. Section III presents the design of supporting experimental studies. Section IV describes the developed model and discusses the results from the simulation results. Section V concludes the work.

II. THE PROPOSED METHOD

The workflow of the proposed method is illustrated in Figure 2. A hierarchical representation of the system resources in the form of an Order Graph (OG) [14] is derived from the system design knowledge. The behaviour of the system is captured in a detailed SAN model [16]. System power characteristics, usually obtained from initial experiments, are applied to the OG to compute the power-proportionality metric for selective abstraction, which determines the regions for black-boxing in the SAN model. The next step is to combine OG and SAN to capture dependencies within the model in the form of a graph, which will help identify any error contamination. If no contamination found, the SAN model can be used further in power studies, e.g. simulations. In case of error contamination, the designer has to redo the abstraction selection with the updated knowledge on the model’s boxability, or even re-design the system.

A. Hierarchical Modelling and Selective Abstraction

Hierarchical representations have been used for modelling complex systems for a long time. The idea of separating the “vertical” relation between the layers of abstraction from the “horizontal” knowledge of the system at each particular layer of abstraction has been hinted in [20] and then formally defined in Zoom structures [10] as the concepts of verticality and horizontality. Zoom structures are based on partial orders and are very permissive. In contrast, OGs put a number of constraints on the modelling, which guarantee consistency between the abstraction layers.

An OG is a graph with nodes representing various system resources arranged in tree hierarchies; different concepts can be represented by separate trees. For example, in Figure 3, T can represent the hierarchy of tasks, and C – computational units. The hierarchies can be built from the knowledge of the system structure and by similarities of its constituents. The distance from the root relates to the level of abstraction. The formal definition and properties can be found in [14].

OG contains the static knowledge of the system and needs to be paired with a dynamic model to capture the system behaviour (in our case: SANs). Each branch of a tree must have a representative element in the dynamic model, but multiple nodes from a single branch cannot be included. The nodes in OG that are included in this model relation form a cut. If the cut goes through different depths in the hierarchy (layers of abstraction), it is called a cross-layer cut. The cut containing all leaves relates to the most concrete (detail) model of the system.

Moving up in the abstraction hierarchy, thus grouping multiple nodes into one, represents grouping the corresponding elements in SANs into a single entity by averaging/totalling their parameters (known as black-boxing). This reduces the size of a model, but also introduces inaccuracy.

Ideally, the goal of selective abstraction is to obtain a cut that provides the minimal model while its added error...
satisfies the given threshold $\varepsilon$: $|\Delta E| < \varepsilon$. Our proposed power-proportional metric of selecting the cut is:

$$|\Delta E| = |\Delta e_x q_x|,$$  \hspace{1cm} (1)

where $\Delta e_x$ is the local change of the percentage error, as a result of the black-boxing, in the part being black-boxed, and $q_x = \frac{p_x}{p}$ is the proportion of power consumed by this part in relation to the total power consumption. The values of $p_x$ and $p$ can be found from the model characterisation experiments, but $\Delta e_x$ is typically not known before solving the model. Thus, instead of using the precise metric, one may rely on heuristic approximations. A number of methods are suggested in [15]. In this paper, we use constant $\Delta e_x$ under the assumption of only black-boxing similar component submodels. Cross-layer cuts for deeper hierarchies can be found iteratively in polynomial time.

Equation (1) assumes that black-boxing one part of the system does not effect the accuracy of the other parts in the model. However, this is not the case if the behaviour of a detail part is dependent on the behaviour of an abstract part. It is important to remember that $\Delta e_x$ is a percentage error, so the total deviation from the real value is amplified when the error leaks from a part with smaller $q_x$ to a part with larger $q_x$. This concept of error contamination has been discovered in our work with selective abstraction.

The proposed method of detecting and localising contaminating errors is done by deriving a dependency graph from the dynamic model in relation to OG. The errors from the black-boxed parts propagate along the paths in this graph: the error of a node is maximum of its own error and errors of its preset nodes. The structure of the dependency graph puts restrictions on what resources can be used in selective abstraction (i.e. are boxable). Section IV gives concrete examples of the models and obtained dependency graphs with and without error contamination.

It is also important to note that the method benefits from heterogeneity in the system: a bigger difference in the power consumption of the system parts provides better error tolerance in a cross-layer cut.

**B. Background on Stochastic Modelling**

SANs is an extension to General Stochastic Petri Nets (GSPNs) which is based on Petri Nets (PNs) [16]. It inherits the general attributes of PNs including a distributed representation of system states, making it easy to represent parts of a system directly as local subsystems, and more straightforward representations of such important issues as concurrency and synchronisation. A well-established method, it is supported by the mature software tool-kit: Möbius [2].

SANs are capable of representing both deterministic and stochastic events, and event durations in time. The elements used in this work include a) transitions whose firing speeds (rates) are specified as stochastic, following given distributions, b) transitions with multiple firing cases with specific probabilities for each case, and c) input and output gates with predicates and implications specified through logic functions.

The Möbius tool, used in this paper, incorporates a set of solvers including both Monte-Carlo simulation and state-space related solvers. Numerical Markovian solutions can be done for steady-state or time averaged interval rewards, but limited to models with exponentially distributed firing rates. The tool’s concept of “rewards” can be easily extended to physical parameters, such as power. In our examples, we compute time-interval average power and use average error as an accuracy metric. The method is not limited to this and can give probabilistic estimation for transient power values.

**III. Case Study**

In this work, we aim to evaluate the impact of selective abstraction on the total error in the model. In order to do this, we want to build three models of the same system: a detailed model without any black-boxing, a cross-layer model with selective black-boxing, and an abstract model with maximum black-boxing. The result of analysing the power consumption using each of these models has to be compared with actual measurements from the platform.

**A. Platform Description**

One of the best off-the-shelf examples of a heterogeneous system for power analysis is the Odroid XU3 board [3]. The main component of Odroid XU3 is the 28nm 8-core Application Processor Exynos 5422. This System-on-Chip is based on the ARM big.LITTLE architecture [11] and consists of a high performance Cortex-A15 quad-core processor block, a low power Cortex-A7 quad-core block, a Mali-T628 GPU and 2GB LPDDR3 DRAM. The board contains four real-time current sensors allowing the measurement of power consumption on the four separate power domains: A7, A15, GPU and DRAM.

For each domain, the supply voltage and clock frequency can be tuned through a number of pre-set pairs of values. The performance-oriented A15 quad core block can scale its frequencies from 200MHz to 2000MHz, whilst the low-power A7 block has a frequency range from 200MHz to 1400MHZ. Core 0 in the A7 domain has an additional speciality of running the OS kernel and drivers, and it cannot be switched off. We avoid using this core for stress tests and benchmarks to reduce the impact from the OS on the measurements. The CPU structure is represented as an OG hierarchy in Figure 4.
B. Power modelling

The average system power consumption can be found analytically as the function of the system workload and the system’s power characteristics [19]. This work uses a simplified workload-based power model, which has been shown to provide sufficient accuracy [18]. The method of selective abstraction can be applied to advanced power models as well.

In our model, the power is a function of the type of executed task $T$, core type $C$, frequency $F$, voltage $V$, and the number of cores (of this type) running $n$. In the experiments, the frequencies and voltages of the cores remain constant per power domain, hence the values of $F$ and $V$ are tied to $C$ and do not need to be considered separately. The system workload is modelled on a per-task basis as the ratio of the task’s CPU time $t(T)$ to the total duration of the experiment $t_{exp}$.

Additionally, the cores are never put to sleep. Because of this, there is a constant background power $P_{idle}$ consumed regardless of the workload, called idle power, which depends only on the core type $C$ (considering constant $F$ and $V$). The power spent to do actual computation $P_{act}$ is called active power. The total power of a power domain $C$ is found as a time-averaged active power added to the constant idle power:

$$ P_{total}(C) = P_{idle}(C) + \sum_{T} \frac{t(T)}{t_{exp}} P_{act}(n,T,C). \tag{2} $$

The values for $P_{act}$ and $P_{idle}$ can be characterised offline in a form of a table function. However, the exact value of $t(T)$ is known only during run-time. In our work, we use stochastic modelling to predict this value. The parameters for workload prediction models include the spawn rates for the tasks and the average CPU time required to complete a task (completion rates). It is reasonable to assume these are known to the model designer.

The presented simplified power model does not take into account system temperature. In fact, it is suspected to be the main source of error in our experimental results, as the models were characterised on fully-loaded cores, much hotter than during the actual experiments. This baseline error contributes to all layers of abstraction, including the detail model. The focus of the presented research is to investigate the additional error due to black-boxing.

C. Experiment Setup

Figure 5 shows the model evaluation framework. The fixed rates are used to generate random execution traces – list of task spawning events, affinities, and completion events. These traces are executed on the platform to produce power traces – sets of timestamped power measurements. At the same time, the rates and platform characteristics are used to parametrise the SAN models, which are analysed in the Möbius tool. The models do not know the actual execution traces. The mean power from the model analysis is then compared to the mean power obtained from the power traces to estimate the modelling error. The computational cost (time) of analysing the models is also evaluated.

Execution traces reflect the following scenarios of the system operation. During the experiment, two types of tasks (T0 and T1) spawn continuously. The spawn intervals, in ms, are exponentially distributed with rates respectively $\lambda_{spawn,T0} = 0.003$ and $\lambda_{spawn,T1} = 0.002$. Both tasks are CPU-heavy: T0 performs a floating point square root computation in a loop; T1 performs integer multiplication and addition. The tasks are then scheduled on the available cores. In order to increase the heterogeneity of the system, we assign different probabilities to scheduling onto different cores (affinity weights) providing three possible scenarios: Scenario EQ represents equal scheduling chances for all cores regardless on their type, Scenario CA differentiates between cores, while Scenario TCA has weights dependant on the type of a task as well as the core.

Each task is executed on a core until it is finished and then removed. Completion times are random and exponentially distributed\(^1\) with constant rates (the frequencies of the cores are kept unchanged during the experiments). In real-life situations, low-power A7 cores typically operate on lower frequencies than A15, so their performance is reduced. To mimic this behaviour in the experiments, A15 is set to work approximately twice as fast as A7, and the completion rates for A7 domain in the model are halved. The rate values are shown in Table I as “target completion rates”. During the model characterisation, these values are re-adjusted for more precision, as discussed in Section III-D.

D. Characterisation Experiments

Platform characteristics required to parametrise the models include per-core power consumption for each core type when idle and when running each type of a task. We set A7 cores to run at 1000MHz, and A15 cores are set to run at 1800MHz. The core frequencies are set below the highest mark to avoid throttling. Since the power can be measured only per domain, which consists of 4 cores, it requires additional experiments and calculations to be performed.

Idle power is measured directly for each power domain. Core0 is reserved for running the OS, the scheduler, and the power trace logger, and is not used directly for running

\(^1\)We had to limit our examples to exponential distribution in order to test Markovian solvers. In simulation-only studies, any other random distribution can be programmed in.
Table I

<table>
<thead>
<tr>
<th>domain</th>
<th>A7</th>
<th>A15</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of cores</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>idle power, W</td>
<td>0.0737</td>
<td>0.6211</td>
</tr>
<tr>
<td>task</td>
<td>T0</td>
<td>T1</td>
</tr>
<tr>
<td>1 core active power, W</td>
<td>0.1392</td>
<td>0.1427</td>
</tr>
<tr>
<td>N cores active power, W</td>
<td>0.2703</td>
<td>0.2771</td>
</tr>
<tr>
<td>exec time, ms</td>
<td>8745</td>
<td>9730</td>
</tr>
<tr>
<td>target completion rate</td>
<td>0.001</td>
<td>0.0015</td>
</tr>
<tr>
<td>adjusted comp. rate</td>
<td>0.00114</td>
<td>0.00154</td>
</tr>
</tbody>
</table>

the experiments. Its impact on power consumption is viewed as a background noise included in the idle power of the A7 domain. To measure the active power we ran each task separately on each domain, i.e. providing characterisation data for each \( (T,C) \) pair. Also, since we didn’t know if the power consumption scales linearly by adding more cores, we ran each set on \( 1 \leq n \leq N \) active cores. The active power of a single core is then related to the measured power as \( P_{act}(1) = (P_{meas} - P_{idle}) / n + P_{idle} \). Similarly, the power of running all cores in the domain is \( P_{act}(N) = (P_{meas} - P_{idle}) \cdot N/n + P_{idle} \). All instances of measured or computed values are within 3% range from the respective mean values across all experiments with the exception of a single A7 core executions, which deviate by 5%. This is within the acceptable error range, so we can still assume linear power scaling: \( P_{act}(n) = n \cdot P_{act}(1) \). The final values used in the model are shown in Table I.

Since rates and characteristics are the only things connecting the models with the actual experiment, we take extra care when generating traces and executing them on the platform. A specialised scheduler has been designed to address this issue.

Each entry of the execution trace contains the timestamp of spawning a task, the task type, its affinity and input data (a single integer value \( T \)), which affects the task completion time. To guarantee that the execution times follow the exponential distributions with the given rates and to simplify the trace generation, \( T \) is equal to the requested execution time in ms. The tasks T0 and T1 henceforth are required to match their execution time to \( T \) as close as possible. It is possible to achieve by reading the system timer, but calling kernel functions may cause unwanted interference. Instead, we achieve this by doing a task in a loop and calibrate the number of iterations to complete in the given time. The task calibration function for some core \( i \) and task \( j \) is \( f(i,j,T) = x_i \cdot y_j \cdot T \); the constants \( x_j \) and \( y_j \) are found experimentally: \( x_{A7} = 21 \), \( x_{A15} = 40 \) (confirming that A15 running at 1800MHz is roughly twice as fast as A7 at 1000MHz), \( y_{T0} = 95 \), \( y_{T1} = 1700 \). Thus, for example, in order to run T1 on A7 for 100ms, we need to do 3,570,000 loop iterations. However, this calibration is not perfect and requires further adjustment.

During the characterisation experiment, we request the tasks to run for 10s by specifying \( T = 10,000 \) and then measure the actual completion time. Considering that the target completion rates are used for generating the traces, but the actual times are skewed, as shown in Table I, we apply a simple proportion to calculate the adjusted completion rates to be used in the model.

IV. MODELS AND RESULTS

Following Section II-A, by using black-boxing some \( x \) cores can be grouped into more abstract meta-cores combining the performance, power consumption, and scheduling probabilities of constituent cores. We sacrifice the accuracy by considering the task completion in the meta-core to be exponentially distributed with the rate \( \lambda_{exec}^{T} \), while it is in fact the sum of exponential distributions.

The model template for scaling is a parametrised SAN where the elements are replicated to a given target number of system resources. In our case, the templates scale to \( n \) cores and \( m \) tasks. Figures 6 and 7 show example models scaled to 2 tasks and 2 (meta-)cores. Hence, some model elements are added per task (prefixed with \( T_i \), \( 0 \leq i < m \)), some appear per core (prefixed with \( C_j \), \( 0 \leq j < n \)); the others are instanced \( n \times m \) times; per-core and per-task (interfaces). Different types are shown in different colours. Colour is not a part of an actual model and is used solely for visual aid.

All the scenarios in Section III use two types of tasks \((m = 2)\), and the scaling is done only on the number of cores. The models representing different levels of abstraction are:

- **3+4 model** \( (n = 7) \) is the most detailed model considering
Figure 8. Rules for SAN mapping to dependency graphs.

Figure 9. Dependency graphs with highlighted error contamination paths: (a) for Figure 6, (b) for Figure 7.

each core separately.

1+4 model \((n = 5)\) is the model obtained using the proposed method of selective abstraction. Here, three A7 cores are grouped into a single meta-core representing the entire domain.

1+1 model \((n = 2)\) is the most abstract model with two meta-cores, one representing the A7 domain, the other representing A15.

Table I gives \(q_{A7} = 0.005\), and from (1), under the assumption of constant \(\Delta e_x\), we have \(\Delta E = 0.005 \cdot \Delta e_x\) for the (1+4) model. This assumption can be justified by simulation results if

\[
|E_{(1+4)} - E_{(3+4)}| \approx q_{A7} \cdot |E_{(1+1)} - E_{(3+4)}|, \tag{3}
\]

where \(E_{(1+1)}\), \(E_{(1+4)}\), and \(E_{(3+4)}\) are the total percentage errors in the respective models.

The initial experiment setup was not specific on how exactly task affinities are realised in the scheduler, so we implemented two variants of the system and produced two models respectively. Figures 6 shows the model of a system with task-exclusive queues, where the scheduling weights are applied after the queueing, which means that the scheduler needs to check every core for availability. Figure 7 models tasks with fixed affinities, i.e. the task is paired with a core once it is spawned and then waits in the queue for this core to become available (idle).

Unfortunately, the first implementation proved to be of a poor quality because of error contamination due to a high inter-dependence of its elements. Figure 9a shows its dependency graph, obtained by the mapping rules from Figure 8. Let’s assume \(C_0\) elements produce extra \(|\Delta c|\) due to black-boxing, and \(C_1\) must be protected from error contamination. From the graph, it is evident that there is a path connecting \(C_0\) to every other element in the model propagating the error. Figure 9b, showing the second implementation, is able to contain the error locally: it pollutes only the adjacent nodes, but keeps \(C_1\) unaffected.

We were unable to find a way to resolve the contamination by model transformation without changing the system’s behaviour, as the problem has roots in the functional properties of a modelled system. This means that the algorithm modelled by Figure 6 has no viable selective abstraction and system redesign is needed (Figure 2). The main contribution of this work is to detect and identify error contamination in models by the structural analysis, as described above, before the model is simulated. The rest of the paper uses the template shown in Figure 7.

A. State-Space Analysis

Our investigation showed that state-space analysis has a number of limitations compared to simulations. The presented models have unbounded state spaces, and, unless we put a hard constraint on the total number of tasks in the system, the state-space analysis is not possible. From the task spawn rates we know that on average the number of tasks spawned during a 15s experiment is 75. The lack of scalability in state-space analysis makes even this number infeasibly large. The highest number that doesn’t fail to compute is 50 for the (1+1) model, taking 5,729s of computation time on a 2-core Intel i7 5500U machine. For more detailed models, the feasible number of tasks goes down to 12 for (1+4) and 9 for (3+4), which is not enough for trustworthy results.

Consequently, with the added restriction to exponentially distributed rates, the state-space analysis methods appear rather impractical for the presented application. We recommend using simulations instead, reserving state-space analysis only for model verification purposes.

B. Simulation Results

Table II presents the power values obtained from simulations in Möbius tool and compares them against the actual power measurements. The simulation time is given for 1500 simulation batches, which are required for calculating 0.01 relative interval with 95% confidence. The variances have been calculated separately over 20,000 simulation batches. Experimental results are averaged over 50 random trace runs for each scenario, and the variance is also calculated.

The achieved 4–6% accuracy meets the typical requirement for system-wide power modelling and shows a good potential
in using stochastic methods. The results justify (3), thus confirming the expectations of selective abstraction metric: the error added by moving from (3+4) to (1+4) model in comparison to going from (3+4) straight to (1+1) is proportional to the power output of A7 domain in relation to the total power. The difference between simulation times, however, is not large and appears to grow linearly with the model size in the presented sample.

Figure 10 plots the simulation results in a Quality/Usability trade-off space with the inverse of error $e^{-1}$ representing Quality, and the inverse of simulation time $t^{-1}$ being the metric for Usability. The results demonstrate that the method allows trading little accuracy for the steady increase in usability, and demonstrates the scalability of SAN models for simulation studies.

V. CONCLUSIONS

This work aims to produce a method towards scalable power models for multi-core heterogeneous systems. We concentrate on rationalising model sizes based on power-proportional representation and stochastic modelling. A systematic approach to selective abstraction using OGs is developed. The method includes ways of identifying error contamination and determining boxability. Stochastic techniques are investigated with SAN and Möbius. Selective abstraction is shown to be effective for model size and designer effort reduction, and SAN models are demonstrated to have excellent scalability for simulations. In these ways our method supports the systematic discovery of good trade-offs between modelling quality and model scalability.

In addition to further improvements to the SAN model of the platform by adding memory and cache, the future work may include the application of cross-layer cuts to other modelling methods.
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Figure 10. Simulation results in the Quality/Usability trade-off diagram.