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Abstract—This paper introduces a multiple scatterers detection method in synthetic aperture radar tomography (TomoSAR), named iterative sequential generalized likelihood ratio test (iterative-SGLRT). In this technique, the number of scatterers is sequentially decided by generalized likelihood ratio test (GLRT) pixel by pixel, after iteratively estimating the parameters. It is a good trade-off of the afore-proposed methods of sup-GLRT and fast-sup-GLRT on accuracy and efficiency. Simulated comparisons showed that iterative-SGLRT outperformed fast-sup-GLRT in the performances of detection probability and accuracy without substantial computation time increase, and compared to sup-GLRT, its performance loss could be negligible with computational burden greatly reduced. Additionally, both iterative-SGLRT and sup-GLRT have been applied to the TerraSAR-X dataset over Shenzhen city. 3D reconstruction of both iterative-SGLRT and sup-GLRT have been achieved. Also, verification using light detection and radar (LiDAR) indicated an RMSE of $0.1\rho$ for both methods of the height estimated. Accordingly, iterative-SGLRT is very suitable for large urban area processing for its super-resolution, high efficiency, and robustness.

Index Terms—Synthetic aperture radar tomography (TomoSAR); iterative sequential general likelihood ratio test (S-GLRT); layover

I. INTRODUCTION

AUTOMATIC detection and reconstruction of buildings and other man-made structures in urban areas are becoming increasingly important with the growth of metropolises. An extensive and ever-expanding archive of synthetic aperture radar (SAR) data, such as TerraSAR-X/TanDEM-X and COSMO-SkyMed, acquired over the last decade with higher resolution, has made it possible for considering the reconstruction and monitoring of urban infrastructures. Nevertheless, it also brings about the layover phenomenon, where multiple scatterers are mapped in the same range-azimuth resolution, especially for complex scenarios, such as high-rise buildings.

SAR tomography (TomoSAR), also known as 3-D SAR focusing technique, combines multibaseline (MB) acquisitions constituting a cross-track spatial array to fully image the scene in the 3-D space [1]–[3], i.e. to separate the overlaid targets. Beamforming (BF) [1] and singular value decomposition (SVD) [2], were firstly introduced to obtain the separation and location of such targets. However, the irregular baseline distribution results in a very sparse sampling pattern, which produces intolerable sidelobes or quasi-grating lobes in the estimated profiles. Worse still, the Rayleigh resolution, reciprocal to the perpendicular baseline extension, is often much poorer compared with horizontal resolution. The Capon method generally yields better performance than BF and SVD in terms of spatial resolution and leakage problems at the cost of reduced horizontal resolution [4]. Capon has also been extended to single-look data application after a sector interpolation, followed by the coherent averaging in the (uniform) spatial baseline domain [5]. Its performance, however, greatly depends on the so-called sector of interest (SOI), leading to big uncertainties [6]. Based on the fact that target distribution along elevation is always sparse, especially in urban areas, super-resolved compressed sensing (CS) provides another solution to deal with the TomoSAR inverse problem [7]–[9]. However, CS often implies a considerable computational burden, due to its iterative nature and due to the non-availability of the adapted efficient convex optimization algorithms.

In the case of multiple scatterers under study, the detection problem becomes hereafter. With constant false alarm rate (CFAR) characteristic, GLRT [9]–[11] has gained its popularity in recent years. The first attempts were carried out after BF imaging, achieving recognition of single scatterers [10], or obtaining robust detection of multiple scatterers [11]. To achieve super-resolution capabilities, sup-GLRT [13] has been proposed, at the cost of computational burden increase. The fast version of sup-GLRT, fast-sup-GLRT [14], [15], enjoys the computational efficiency as well a super-resolution capability comparable to that of sup-GLRT. However, as far as the accuracy concerned, its performance deteriorates especially in the super-resolution case.

To overcome the disadvantages of the above-mentioned methods, in the real-world TomoSAR operating scenarios, and with acceptable computational burden, a new multi-stage approach, named iterative sequential general likelihood ratio test (iterative-SGLRT), for TomoSAR imaging is proposed in this paper. It firstly iteratively estimates the parameters, followed by sequential GLRT test procedures until a model order is selected. Simulated results showed that it can achieve super-resolution, estimation accuracy and detection probability comparable to that of sup-GLRT with much less computation burden, and its accuracy has been greatly improved with acceptable computational burden increase compared with fast-sup-GLRT. In other words, iterative-SGLRT is a good trade-off for computational complexity and estimation accuracy.
Using TerraSAR-X dataset over Shenzhen city, China, the 3D urban reconstruction was obtained with an impressive density of 409,189 single scatterers and 26,843 double scatterers in an urban area of 0.8 × 0.64 km²; while those of sup-GLRT are 402,629 and 41,178, respectively. Verification using light detection and radar (LiDAR) indicated a root mean square error (RMSE) of 0.1ρs for both iterative-GLRT and sup-GLRT of the height estimated, also validating the effectiveness of the proposed iterative-GLRT method.

The novel contribution of this work relies mostly on the extension of the iterative estimation to the TomoSAR scenario, on the derivation of the generic parameter expression for this specific scenario, and on the propose of the efficient iterative-SGLRT with performances comparable to that of sup-GLRT. This paper is organized as follows. The theory basis is explained in Section II, and the processing flow of the proposed iterative-SGLRT is addressed in Section III. Section IV and V are devoted to the experiments on simulated and real data respectively. Finally, section V gives the conclusion.

II. SIGNAL MODEL AND PROBLEM FORMULATION

Considering a stack of N co-registered SLC images, in each pixel (x, r), the signal g, after data calibration, i.e. the compensation of the phases coming from possible long-term scene deformations and atmospheric propagation effects, and appropriate discretization operation, can be written as

\[ g = \Phi \gamma + \omega, \]

where \( \Phi \) is the steering matrix, \( \gamma \) collects the samples of the backscattering distribution function, and \( \omega \) is the noise contribution. \( \Phi \) is dimensioned \( N \times M \), whose generic element \( (\phi_i)_n \) is expressed as

\[ (\phi_i)_n = \frac{1}{\sqrt{N}} \exp\{-j2\pi \xi_n^T \theta_i\}, \]

where \( \xi_n^T \) collects the Fourier mate variables of the parameter vector \( \theta_i \). For a parameter vector, collects the parameters of interest (i.e., elevation for 3-D case; elevation and mean deformation velocity for 4-D case; and elevation, mean deformation velocity, and thermal dilation for the 5-D case).

It spans the parameter space, which is discretized in \( M \) bins, corresponding to the parameter vectors \( \theta_1, ..., \theta_p \). For the 3-D, 4-D, and 5-D cases, \( \xi_n = \left[-\frac{2 \lambda_n}{\lambda}, 2 \lambda_n / \lambda, 2 \tau_n / \lambda \right]^T \), and \( \xi_n = \left[-\frac{2 \lambda_n}{\lambda}, 2 \lambda_n / \lambda, 2 \tau_n / \lambda \right]^T \), respectively.

Considering the sparse characteristic, calibration error and possible noise in real scenario, we’d like to cast the problem under a multiple hypothesis test as

\[ H_k : g = \sum_{i=1}^{k} \gamma_i (\phi_i) \odot x_i \odot e + \omega, k = 0, 1, ..., K. \]

\( H_k \) means the existence of \( k \) scatterers and \( K \) is the assumed maximum scatterers within a pixel. \( \gamma_i \) is reflective of the \( i \)th scatterer, and the symbol \( \odot \) denotes the Schur-Hadamard product. In addition, \( x_i \) is the multiplicative noise modeling the speckle vector, \( e \) contains possible residual random mis-calibration error after atmospheric compensation [4].

III. PROBLEM SOLUTION

Firstly, a decoupling parametric estimation algorithm, termed as RELAX, is simply retrospected. It was proposed for the first time to estimate the sinusoidal parameters corrupted by autoregressive noise [16]. Referring to the signal model in Equation (3), it can also be regarded as a decoupling problem whose task is to estimate \( \gamma_i \) and \( p_i \). RELAX algorithm is a parametric technique, which solves recursively the NLS problem. It enjoys efficient computation, and accurate estimation. Interested readers can refer to [16] for details.

Following the description in [14], fast-sup-GLRT can aggressively alleviate the computational burden in the original sup-GLRT method [13] by sequentially estimating the scatterer parameters. It is the approximated version of sup-GLRT and they are perfectly equivalent if the steering matrix is a square orthogonal one, i.e. with uniform baseline distribution and \( N=M \). In realistic cases, these assumptions are often violated, thus leading to the performance loss both in accuracy and in detecting probability [14]. Therefore, a method with computational efficiency as well as with high accuracy is urgently in need.

Inspired by RELAX method, we propose an iterative-SGLRT method by introducing an iterative estimation procedure of the parameters to fast-sup-GLRT, whose procedures are depicted in Fig. 1. It adopts a two-step strategy to firstly iteratively obtain the related parameters, then to detect the number of scatterers sequentially by GLRT. Similar to the parameter estimation in RELAX, an iteratively sequential scatterer estimation is adopted here with details shown in Table I. Firstly, the multidimensional nonlinear minimization problem is transformed into a sequence of one-dimensional problems, with computation burden dramatically reduced. Then, the dominant component is estimated and its contribution is removed, then another component is estimated and its
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**Fig. 1. Flow chart of the proposed iterative-SGLRT**
contribution is removed, and the previous estimate is refined. This procedure is repeated for each component to be estimated. The components are estimated recursively until a condition of convergence is satisfied. It appears that the specific sequence of steps pushes the search toward the global minimum of the NLS criterion. As the error introduced by the implementation of the minimization in a multi-dimensional space by means of sequential one-dimensional minimizations can be reduced by the iterative estimation procedure, iterative-SGLRT enjoys more accurate estimation than that of fast-sup-GLRT, though the computation burden is increased to a certain extent.

If we’d like to estimate the parameters of the $k^{th}$ scatterer,

$$
\hat{\phi}_k = \min_{\phi_k} \left| g^H \hat{P}_k g \right|,
$$

(4)

where $\hat{P}_k$ is projector onto the orthogonal complement to the subspace spanned by $\hat{\Phi}_k$, with

$$
\hat{P}_k = I_N - \hat{\Phi}_k (\hat{\Phi}_k^H \hat{\Phi}_k)^{-1} \hat{\Phi}_k^H.
$$

(5)

It is worth noting that $\hat{\Phi}_k = [\hat{\Phi}_{k-1}, \phi_k]$ and $\phi_k \in \Sigma_k$ with $\Sigma_k$ being complemented with $\hat{\Phi}_{k-1}$, i.e. $\Sigma_k = \Phi - \hat{\Phi}_{k-1}$. Then the parameters of the $1^{st}$ to $(k-1)^{th}$ scatterers are re-estimated sequentially. When estimating the parameters of a specific scatterer, those of the others are set as known. With respect to the $j^{th}$ scatterer, $\hat{\Phi}_{k-1} = [\phi_1, ..., \phi_{j-1}, \phi_{j+1}, ..., \phi_k]$, $j \neq k$. $\Sigma_k = \Phi - \hat{\Phi}_{k-1}$. Then, $\phi_j$ is computed by Equations (5) and (4). The estimation terminates when the cost function difference between two successive iterations becomes smaller than a certain threshold (with a typical value of $T\delta = 10^{-3}$).

After the parameter estimation, the detection problem is solved by exploiting the strategy that adopted in sup-GLRT,

$$
F_i(g) = \min_{j, j=1, \ldots, K} \left| g^H \hat{P}_{i-1} g \right|_{j \neq i} \frac{D_{i, j} \geq D_{i-1}}{D_{i, j} \geq D_{i-1}},
$$

(6)

$F_i(g)$ measures the residual ratio of the hypothesis of $H_{i-1}$ and $H_{i, j}$. Please note that although RELAX does not provide ML estimation and Equation (6) is no longer a likelihood ratio, we still call it SGLRT for its similar expression structure to that of sup-GLRT. As far as the thresholds $T_i$ involved in each step $i$, they can be derived following a CFAR approach, consisting in setting $T_i$ in such a way to obtain at each step $i$ an assigned probability of false detection $P_{fd_i}$ (one can refer to the definition in [13]). If not specifically clarified, $P_{fd_i} = 10^{-3}$ is fixed. All the thresholds can be numerically evaluated by means of Monte Carlo simulation. To be noted that, $p_i$ corresponds to the positions of $\phi_i$, $i = 1, 2, ..., k$.

IV. EXPERIMENTS ON SIMULATED DATA

This section is devoted to the experimental results on simulated data, specifically to the comparisons on performances, e.g. computation burden, detection probability, and estimation accuracy, among iterative-SGLRT, sup-GLRT and fast-GLRT. For simplicity, only 3D case is considered here, i.e. parameters related to elevation $\varepsilon$, if not specifically declared.

Theoretically, the computational complexities of iterative-SGLRT, sup-GLRT and fast-sup-GLRT are $K^2M$ and $K^2M$ respectively. The complexity of sup-GLRT is $K(M)$, while the complexity of fast-sup-GLRT is $K(M)$. Therefore, the computational complexity of iterative-SGLRT, sup-GLRT and fast-sup-GLRT is $K^2M$, $K^2M$ and $K^2M$ respectively. The complexity of sup-GLRT is $K(M)$, while the complexity of fast-sup-GLRT is $K(M)$. Therefore, the computational complexity of iterative-SGLRT, sup-GLRT and fast-sup-GLRT is $K^2M$, $K^2M$ and $K^2M$ respectively. The complexity of sup-GLRT is $K(M)$, while the complexity of fast-sup-GLRT is $K(M)$.
scatterers are positioned with $\Delta_s = \rho_s$, with equal magnitude and with zero phase difference (in-phase). In the right figure, SNR is fixed (SNR$_1$=SNR$_2$=10dB). $P_{fa}$ is computed under $10^4$ Monte Carlo simulations with $P_{fa} = 10^{-3}$. Under this specific condition, iterative-SGLRT enjoys almost the same detection probability with that of sup-GLRT, and outperforms that of fast-sup-GLRT, both under different SNRs and $\Delta s$.

As far as the accuracy concerned, RMSE of elevation is investigated. Note that, only the cases that the number of scatterers is correctly detected, i.e. ($D_k/H_k$), are considered for RMSE computing, and RMSE is defined as

$$RMSE_k = \sqrt{\frac{N_k}{P_k} \sum_{p=1}^{N_k} \sum_{i=1}^{k} (\hat{s}_{pi} - s_{pi})^2}$$

where $s_{pi}$ and $\hat{s}_{pi}$ are the true and estimated positions of the $i^{th}$ scatterer of the $p^{th}$ case with $k$ scatterers, and $P_k$ is the total number of the cases fulfill ($D_k/H_k$). As shown in Fig. 4, RMSE is plotted versus SNR (left) and versus $\Delta s$ (right) under the same experimental conditions with that used in Fig. 3, respectively. Also, the theoretical limit of accuracy—Cramer Rao Low Bound (CRLB) [9], [12] is plotted for comparison. From the figures, we can see that the error increases with the decrease of SNR, as the difficulty in separating the signals from increased noise. In addition, the error increases as $\Delta s$ decreases, especially in the super-resolution region, i.e., $\Delta s < \rho_s$, because of the difficulty in separating closely located scatterers. Iterative-SGLRT possesses negligible accuracy degradation with respect to that of sup-GLRT, which far outperforms that of fast-sup-GLRT, and approaches to CRLB. Note that, when SNR<0 dB, the accuracy performance of the algorithms seems superior to CRLB, which is probably an illusion resulted by the relative low detection probability under high noise level.

Some comments on the proposed iterative-SGLRT method are now in order. Firstly, it is more computationally efficient than that of sup-GLRT, as the iterative step always converges after several iterations (typical around 5 times). Secondly, its performances are comparable to that of sup-GLRT, which are superior to that of fast-sup-GLRT. Accordingly, it provides an alternative for sup-GLRT and fast-sup-GLRT to achieve good performances at acceptable computation burden. It can be perfectly used in the scatterers separation, especially in large scale urban area.

V. EXPERIMENTS ON REAL DATA

The iterative-SGLRT method, discussed in the previous section, has been applied to a real data stack formed by a total of 26 TerraSAR-X spotlight images (0.25m-resolution) over Shenzhen, China, acquired from January to December 2016 over descending passes. To process all the images, a referenced image, acquired on July 10, 2017, was selected while the others were all coregistered to it. The spatial and temporal baseline distributions are shown in Fig. 5, where the referenced one is labeled as a five star and the others are denoted as diamonds. The baseline distribution is highly non-uniform, with an overall perpendicular baseline of about 400m, resulting in an elevation resolution of about 28m (19.4m in height).

We have selected, at full resolution, an area of 4800 pixels in azimuth (0.8 km) and 1400 pixels in range (0.64 km), [see the optical image from GoogleEarth and the incoherently averaged radar scene in Figs. 6(a) and (f) respectively]. In Fig. 6(f), the layover induced by the buildings is well recognized. Prior to the application of the detection algorithm, some preprocessing, e.g. phase calibration, has been performed. We suppose up to 2 scatterers (single and double) are overlaid in a range-azimuth cell.

In Fig. 6, we have compared the reconstructed topography deprived from the proposed iterative-SGLRT [(b)~(e)] with that from sup-GLRT [(g)~(j)]. By both methods, the density of the detected single scatterers is impressive with a total number of 409,189 for iterative-SGLRT [Fig. 6(b)], and 402,619 for sup-GLRT [Fig. 6(g)], respectively. The numbers of detected double scatterers [Figs. 6(c) and (h) for the higher layers, and (d) and (i) for the lower layers] are much less, with 26,843 for iterative-SGLRT and 41,178 for sup-GLRT. We can see that, the quantity and location of the detected scatterers are very similar, although the number of detected double scatterers of sup-GLRT is a little greater than that of iterative-SGLRT. This is mainly because that sup-GLRT is more tolerant to noise and composes a slight better super-resolution capability. So when the noise level is high or two scatterers are closely located, iterative-SGLRT can only detect single scatterers while sup-GLRT tends to detect as double scatterers. For sup-GLRT, among the detected double scatterers, 14,602 scatterers are with height differences smaller than 0.1$\rho_s$, while that for iterative-GLRT is only 10.

Buildings rising toward the sensor is well recognizable in the detected scatterers. Nevertheless, some outliers are present mainly for two reasons. Firstly, a certain false alarm rate is allowed during the detection, in this case $P_{fa} = 10^{-3}$. Then, the existence of possible phase miscalibration may contribute to incorrect detection. Actually, the intrinsic processing difficulties of the starring spotlight data over other data stacks [17] are also outlier sources. Not surprisingly, most of the double scatterers are found around the buildings, showing the capability of iterative-SGLRT and sup-GLRT to separate the interfering layovers associated with the ground, the facade and/or the roof of the buildings.

Note that, in areas around the stadium [the area red-squared in Fig. 6(f)], it is difficult to quantify the height difference between the higher and lower layers. For this reason, difference maps were also provided for better illustration [see Figs 6(e) and (j)]. Please also note that, the stadium top can be penetrated [18], leading to the sensor receiving signals from the top, the chairs with different topography and the ground. So the detected higher layer can be from the stadium top and/or
the chairs, and the lower layer can be from chairs and/or the ground.

Also a small area with 130,763 candidate pixels (refer to pixels with magnitude greater than a certain value) has been chosen for computation time comparison [see the area green-squared in Fig 6(f)]. The average time consumed for each processed pixel of iterative-SGLRT is 0.0045s, while that of sup-GLRT is 0.119s, which again validates the time efficiency property of iterative-SGLRT. To test the estimation accuracy, some points on the buildings top (pointed out in Fig. 6(a)) were selected for quantitative analysis. The comparative results obtained by LiDAR are reported in Table II, which shows an RMSE of 1.9m (≈0.1p) for both iterative-SGLRT and sup-GLRT, which indicates the comparable estimation accuracy of iterative-SGLRT to that of sup-GLRT.

VI. CONCLUSION

A multiple scatterers detection method in SAR tomography has been proposed in this paper. It adopts an iterative parameter estimation method, which provides a good trade-off between sup-GLRT and fast-sup-GLRT on performances of estimation accuracy and computational burden. It greatly attenuates the computation complexity in sup-GLRT by transforming the multiple-dimensional problem into a multiple 1D ones, and achieves negligible performances degradation compared with that of sup-GLRT, which far outperforms that of fast-sup-GLRT. Note that iterative-SGLRT is originally designed for urban areas, but actually it is perfectly applicable to other layover areas, which are characterized by the presence of a steep enough surface topography, generating critical projection of the scatterers in the slant imaging geometry.
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