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Abstract—To detect problematic circuit behaviour, such as potential hazards and deadlocks, in a reasonable amount of time a technique is required which would avoid exhaustive exploration of the state space of the system. Many of the existing methods rely on symbolic traversal of the state space, with the use of binary decision diagrams (BDDs) and associated software packages. This paper presents an alternative approach of using a special type of Petri nets to represent circuits. An algorithm for automatic conversion of a circuit netlist into a behaviourally equivalent Petri net is proposed. Once the circuit Petri net is constructed and composed with the provided environment specification, the presence and reachability of troublesome states is verified by using methods based on finite prefixes of Petri net unfoldings. The shortest trace leading to a deadlock or a hazard in the circuit Petri net is mapped back onto the gate-level representation of the circuit, thus assisting a designer in solving the problem. The method has been automated and compared against previously existing circuit verification tools.

I. INTRODUCTION

The design of an asynchronous circuit usually consists of three distinct stages: specification, implementation and validation of a circuit.

First, the designer determines a specification of a circuit as an unambiguous description of its expected behaviour. A circuit can be specified using various formalisms, of which Signal Transition Graphs (STGs) [5], [24] is currently one of the most popular models [30].

Once the desired specification is constructed, its implementation needs to be obtained. This may be accomplished either manually or by using automated synthesis techniques, or both, which is more realistic. For STGs tools like Petrify can be used [6]. Finally, the obtained circuit implementation needs to be validated against its specification to ensure its correctness before it is passed to later design stages. A designer can usually choose between two methods of circuit validation: simulation or formal verification.

Simulation can be used to demonstrate correct functionality of a circuit under certain stimuli from the environment. However, this cannot reveal all of the possible circuit behaviours since it would require examination of all allowable sequences of actions of the environment, which quickly leads to combinatorial explosion problem.

The formal verification of an asynchronous circuit applies different schemes to prove that the circuit does not exhibit incorrect behaviour following any possible input sequence. Unlike simulation, the verification methods do not explicitly enumerate the input sequences, thus avoiding the combinatorial explosion.

Simulation and verification are particularly different in their results for asynchronous circuits, because the latter often exhibit a high degree of concurrency. Moreover, the environment’s choice of input signal transitions can be concurrent with the internal signal transitions, thus making techniques such as cycle accurate analysis ineffective. In those circumstances, the complexity of validation by simulation increases, and demands for the use of analytic exploration of the behavioural models of the circuit implementations. It is therefore imperative to consider formal verification using models similar to those used for specification. This paper pursues this approach by combining both specification and implementation in one formalism, that of Petri nets or STGs.

Note that designs of relatively large circuits are often hierarchical and compositional. Therefore, individual blocks of such designs are built after their sub-blocks have been designed and validated. Appropriate forms of interface of the sub-blocks are required, in which the behavioural complexity of the internal implementation of sub-blocks is hidden behind a subset of interface signals. For example, one can abstract away from the timing conditions used inside the sub-blocks, thereby considering the system at the higher level of abstraction from the point of view of its speed-independent behaviour. Conversely, the design may assume a block to be operating in a speed-independent context but the actual internal behaviour of the implementation needs to be validated in terms of its freedom from hazards.

Compositional approach can be achieved in different ways depending on the modelling method used for verification. For example, in the context of Petri nets, a block whose implementation satisfies its Petri net based specification, can be 'substituted' inside a more complex design not by the Petri net model of its implementation but rather by the Petri net specification. The specification can be significantly more compact, thereby helping to reduce the complexity of analysis at the higher level. This is one of the main motivations for our approach, and this paper tackles some of its aspects.

Similar views were pursued in the development of the verification method underlying the tool Versify [21]. This method checked the correctness of a gate level implementation of a circuit against its STG specification, by considering the closed system whose state space was subject to analysis of undesirable conditions. However, the closed system was formed not by converting the circuit to the same modelling language as the specification as we propose here. It was formed implicitly, at a symbolic state-space traversal stage, where both the gate-level netlist (i.e. set of Boolean equations) and the
specification STG contributed to the respective state vector components.

Due to the methodological similarity in both approaches from the point of view of the hierarchical verification flow, it is natural that our method is compared to that of Versify. The benchmarks results show a significant (a least by an order of magnitude) advantage in computation time of our approach compared to that of Versify. This advantage is especially prominent if the circuit exhibits a high degree of concurrency, e.g. circuits consisting of a number of similar cells working in parallel. While the state space grows exponentially, the size of unfoldings for this class of circuits grows linearly.

We should also put this work in context with other approaches published recently on the subject of formal verification of asynchronous circuits [2], [31], [12], [23], [18].

The verification approaches can be categorised by i) the use of timing information (untimed vs timed); ii) representation of the circuit state space (reachability graph vs BDD vs unfolding prefix); iii) circuit types, subdivided according to their functionality (control vs data path) or size (small vs large controllers). The specific nature of our verification approach is that we tackle here untimed control circuits, potentially large scale controllers (up to 100s of signals) and use a Petri net unfolding prefix. This method can be in the future extended to circuits with timing constraints and generalised relative timing (cf. [25], [18]), where certain class timing conditions can be presented as Petri net constructs for concurrency reduction [4].

Another potential advantage of our approach based on the unified modelling formalism of Petri nets is its applicability, without much change in the main verification engine, at higher design levels, such as system architecture level. We are using it to model and verify complex behavioural semantics of Static Data Flow Structures (SDFS) [20], [26], [27]. Here notions of early propagation, counterflow and antitokens are easily captured ([11], [31]). For example, we have been able [26] to detect the possibility of hazards in the untimed domain for the implementation of a counterflow pipeline controller [1].

To summarise, the full potential of the presented approach, based on circuit Petri nets, can probably be fully assessed from the analysis of its usefulness in a range of representation levels, from those of SDFS to gate-level netlists, and even their combinations, something which, to the best of our knowledge, hasn’t been successfully achieved before. A software environment, called Workcraft, which encompasses this unified modelling and analytic framework, with interfaces to specific simulation, verification and synthesis, tools is now being developed by us.

The paper is organised as follows. Section II contains a motivating example; section III introduces the notion of circuit Petri nets; section IV presents a method of converting circuits into Petri nets; section V explains how the verification is done; sections VI the overviews the automation of the method in Workcraft framework; section VII compares the proposed method to the currently available tools; sections VIII and IX highlight the ideas for future research and summarise the current contribution.

II. MOTIVATION

Asynchronous circuit design is considered to be very difficult, and this is one of the major drawbacks of asynchronous circuits when compared to the more traditional synchronous designs. Let us consider an example shown of Figure 1 (a), which is a possible implementation of a 3-input AND gate. Intuitively, one would think that since \((a \land b) \land c = (a \land b \land c)\), this circuit is correct. Given enough time for the circuit to stabilise between consecutive computation cycles (which constitutes the synchronous design approach), this is indeed true, but it is obviously advantageous to present the circuit with new data as soon as the computation of previous data is complete. However, since no assumptions about gate delays are made in this approach, this can quickly lead to problems.

For example, the following firing sequence:

\[ (c+, a+, b+, g0+, g1+, c-, a-, b-, g1-, c+, g1+) \]

leads the gate \( g1 \) into firing prematurely, which happens because the new wave of inputs arrives before gate \( g0 \) could return back into a stable state. This produces an incorrect behaviour of the circuit. If one tries to avoid this situation by substituting the second AND gate with a C-element (Figure 1 (b)) in order to synchronise the two gates, another problematic sequence surfaces:

\[ (c+, a+, b+, g0+, g1+, c-) \]

after which the output \( q \) will remain stable, even though one of the inputs is low, which is sufficient to state that this circuit is not a 3-input AND gate.

This illustrates the complex nature of interactions of the elements in an asynchronous circuit. Detection of all possible coincidences that may result in the incorrect behaviour of a circuit is therefore not a trivial task, and, considering that the modern technology requires to take into account not only possible delays of the logic gates, but also delays of the wires, it is also extremely computationally expensive. Several approaches are known that alleviate the state space explosion problem [23], [22], [12], most of them based on compressed representation of the reachability graph.

This paper presents an alternative, Petri net based approach to the problem of asynchronous circuit verification. To compress the state space, Petri net unfolding techniques are employed, which represent the state space implicitly.

III. CIRCUITS AND PETRI NETS

Petri nets [19] are a simple yet quite powerful formalism inherently suited for describing asynchronous systems. They
to allow model major aspects of behaviour of such systems, including concurrency, causality and conflict [30]. However, and also due to their simplicity, the size of the net required to model a system with complex behaviour can be very large, quickly becoming virtually unintelligible for the designer. To overcome this limitation, a designer can be presented with a higher-level view of a system, where the blocks of the underlying Petri net are represented as compact high-level objects, while the Petri net itself is used “behind-the-scenes” to perform verification of certain properties of the system [20], [26].

Definition 1: A Petri net (PN) is a quadruple \( N = (P, T, F, m_0) \), where \( P \) is a finite non-empty set of places, \( T \) is a finite non-empty set of transitions, \( F \subseteq (T \times P) \cup (P \times T) \) is the flow relation between places and transitions and \( m_0 \) is the initial marking. A pair \((p, t) \in F\) is called an arc. A Petri net marking is a function \( m : P \to \mathbb{Z}_+ \), where \( m(p) \) is the number of tokens in place \( p \in P \) at the marking \( m \). The set of places \( \bullet t = \{ p \in P \mid (p, t) \in F \} \) is called the preset of a transition \( t \in T \), and \( \bullet * = \{ p \in P \mid (t, p) \in F \} \) is called the postset of \( t \). A transition \( t \in T \) is enabled at marking \( m \) if \( \forall \in \bullet m(p) > 0 \). A transition \( t \in T \) enabled at marking \( m \) can fire, producing a new marking \( m' \) (denoted \( m(t)m' \)), such that

\[
\begin{align*}
m'(p) &= m(p) - 1, p \in \bullet t \setminus \bullet * \\
m'(p) &= m(p) + 1, p \in \bullet * \setminus \bullet t \\
m'(p) &= m(p), p \in t \bullet \setminus \bullet t
\end{align*}
\]

thus achieving the flow of information within the net. A very useful extension of a plain Petri net is a labelled Petri net:

Definition 2: A labelled Petri net (LPN) is a 6-tuple \( S = (P, T, F, m_0, \Sigma, \lambda) \), where \( (P, T, F, m_0) \) is a Petri net, \( \Sigma \) is a finite alphabet and \( \lambda \) is a function \( \lambda : T \to \Sigma \) associating each transition of a Petri net with a label. This allows for some meaningful semantics to be attached to the transitions. For example, each transition may be labelled with the name of an event. Then, having observed a sequence of transition firings, one can judge from that a sequence of events that happened in the system modelled by the Petri net. If a labelled Petri net is used to describe a system of switching binary signals, this leads to the notion of a signal transition graph:

Definition 3: A signal transition graph (STG) is a tuple \( G = (P, T, F, m_0, \lambda, I, O, v_0) \), where \( (P, T, F, m_0) \) is a PN, \( I \) is a set of input signals, \( O \) is a set of output signals, \( I \cap O = \emptyset \), \( v_0 = \{0, 1\}^{|Z|} \) is a vector of initial signal values, \( Z = I \cup O = \{z_1, z_2, \ldots, z_|Z|\} \) is a joint set of all signals, \( \lambda \) is an injective labelling function \( \lambda : T \to \mathcal{Z} \times \{+,-\} \), i.e., an STG is an LPN where each transition is labelled with a signal level change event. If different transitions correspond to the same event, an index is used to distinguish them. Note that graphically, a signal event and its index are separated using a slash symbol, and if there is only one instance of the event, the index is omitted.

An idea to represent switching circuits as a special class of Petri nets was first proposed in [7] and further refined in [28]. For a long time, this approach was deemed inefficient due to the fact that several places and transitions, as well as a set of connecting arcs, are required to represent each signal (as opposed to a pair of Boolean equations used in BDD-based approaches [21]). However, in the light of recent developments in Petri net verification techniques, particularly of the tools based on unfolding theory [10] this approach cannot be ignored: the finite prefix of a Petri net unfolding is usually able to represent all of the possible behaviours of the net in a very compact way.

Definition 4: A circuit [21] is a triple \( C = (V, F, s_0) \), where \( V = \{v_1, \ldots, v_n\} \) is a set of signals, \( F \) is a mapping \( F : v_i \to f_{v_i}, v_i \in V \) where \( f_{v_i} \) corresponds to the function of a logic gate that drives \( v_i \) and \( s_0 \) is the initial state of the circuit.

Definition 5: A circuit Petri net \( R \) associated with a circuit \( C \) is a type of STG that satisfies the following properties:

1) For each signal \( v_i \in V \) there exist exactly two complementary places \( \{p_{v_i}, p_{\bar{v}_i}\} \in P \), such that at any reachable marking one and only one of \( \{p_{v_i}, p_{\bar{v}_i}\} \) is marked with a single token. If in the initial state \( s_0 \in C \) signal \( v_i \) is high, then at the initial marking \( m_0 \in R \) place \( p_{v_i} \) is marked. Otherwise, \( p_{\bar{v}_i} \) is marked.

2) For each pair of complementary places, there exists a finite number of positive transitions \( t_{v_i}^+ \in T \) that transfer the token from the place \( p_{\bar{v}_i} \) to the place \( p_{v_i} \), corresponding to the event of signal \( v_i \) going from low to high. Similarly, there exists a finite number of negative transitions \( t_{v_i}^- \in T \) that transfer the token from \( p_{v_i} \) to \( p_{\bar{v}_i} \), corresponding to the event of signal \( v_i \) going from high to low.

3) Transitions between complementary places are controlled by a set of read arcs that non-destructively test the presence of tokens in other places in \( P \). The read arcs are placed in such a manner that they correspond to the dependence of a signal \( v_i \in V \) on other signals in \( V \) exactly as defined by \( F(v_i) \). As can be seen from definition 5, a circuit Petri net consists of a number of so-called elementary cycles interconnected with read arcs. A read arc [15] is an undirected arc connecting a place \( p \) with a transition \( t \) and interpreted in such a way that \( t \) fires only when \( p \) is marked, however the firing of \( t \) does not remove any tokens from \( p \). A read arc can be simulated in a usual Petri net by substituting it with a pair of arcs \( \{\{p,t\}, \{t,p\}\} \) so that the token is put back to the place \( p \) after the firing of \( t \) which first consumes it. However, this approach leads to certain complications which will be discussed later.

An elementary cycle is a set of two complementary places and the transitions connecting them, associated with a signal in the circuit via labelling. Figure 2 shows the structure of such elementary cycles, and the way of producing different causality relations. In the figure, the places of the circuit Petri net are shown as circles (if a place is marked with a token, a dot is drawn inside), the transition as boxes, regular arcs as thin lines with arrowheads, and the read arcs as thick lines with no arrows; (a) is an elementary cycle with only one positive and one negative transition; (b) is an elementary cycle...
A. Analysis of Petri nets

Checking whether a Petri net satisfies a certain property is very important for the analysis of the system the net models. In particular, the notions of marking reachability and deadlock-freedom are used throughout this paper.

The set of reachable markings of a Petri net is the smallest (w.r.t. ⊆) set RM containing m₀ and such that if m ∈ RM and m[t]m', for some t ∈ T then m' ∈ RM. A marking m is reachable if m ∈ RM.

A marking m is deadlocked if at this marking no transitions are enabled. A Petri net is deadlock-free if none of its reachable markings is deadlocked.

To determine if there exists a reachable marking satisfying certain properties, the set of reachable markings RM must be computed. This, however, quickly leads to a combinatorial explosion problem, and requires state space compression techniques to be employed, such as BDDs [23] or Petri net unfoldings.

Given a Petri net N, the unfolding technique [10] aims at building a labelled acyclic net Unf_N (prefix) satisfying two key properties:

- Completeness. Each reachable marking of N is represented by at least one 'witness', i.e., one marking of Unf_N reachable from its initial marking. Similarly, for each possible firing of a transition at any reachable state of N there is a suitable 'witness' event in Unf_N.
- Finiteness. The prefix is finite and thus can be used as an input to model checking algorithms, e.g., those searching for deadlocks.

A prefix satisfying these two properties can be used for model checking as a condensed representation of the state space of a system. Since its introduction [14], the unfolding-based approach has been extensively improved and is able to deal with more complex and varied applications. In particular, recent research has shown that many verification problems for unfoldings can be formulated in terms of Boolean satisfiability (SAT) and very efficiently dealt with by existing SAT solvers [9].

IV. CONSTRUCTION OF A CIRCUIT PETRI NET

Given a source gate-level model, a corresponding circuit Petri can be produced using Algorithm 1. However, several further steps are necessary before the Petri net can be fed to the external tools for verification. These steps are detailed below.
with the fires, it disables transition \( Q \). The enablement of conflicting transitions is called unsafe. Then and only then does negative transition \( g \) become marked with a token, thus enabling the transition, no other transition can “steal” any of these tokens. In Figure 5 (a), an example of non-semi-modularity is shown: if transition \( g2 \) fires, it disables transition \( g4 \) (enabled transitions are depicted as greyed boxes).

**Definition 6:** A Petri net is called semi-modular if any transition in this net, once enabled, cannot be disabled until it has fired.

In other words, once each place in the preset of a transition has become marked with a token, thus enabling the transition, no other transition can “steal” any of these tokens. In Figure 5 (a), an example of non-semi-modularity is shown: if transition \( g2 \) fires, it disables transition \( g4 \) (enabled transitions are depicted as greyed boxes).

**Definition 7:** A pair of transitions \( \{t_1, t_2\} \in T \) is called conflicting if \( \bullet t_1 \cap \bullet t_2 \neq \emptyset \).

For the purpose of verification, we consider that if a circuit Petri net is semi-modular, then the circuit it was constructed from by using Algorithm 1 is hazard-free.

This statement stems from the following: for each signal in the circuit, there is an elementary cycle (see Section III) in the Petri net, and for each possible combination of the levels of input signals which lead the gate that drives this signal into a positively or negatively excited state, there is a corresponding positive or negative transition in this cycle. Once any of these

### V. Verification

A circuit is considered speed-independent under a given environment, if

1) It conforms to the environment, i.e. produces only those changes of output signals that do not conflict with the environment’s STG.

2) It is hazard-free.

In the scope of this paper, a hazard is defined to be an unexpected change of the input signal of a gate, such that it causes an enabled (positively or negatively excited) gate to become disabled (i.e. to return into a stable state without firing). A circuit that never exhibits such behaviour is called hazard-free, or safe.

### A. Detection of potential hazards

A pair of signals is called conflicting if there exists a reachable state of the circuit such that a change in the level of one of them disables the gate driving the other. In terms of a circuit Petri net, a potentially hazardous state is a state which violates the semi-modularity property:

**Definition 7:** A pair of transitions \( \{t_1, t_2\} \in T \) is called conflicting if \( \bullet t_1 \cap \bullet t_2 \neq \emptyset \).
combinations becomes active (the gate becomes excited), the corresponding transition becomes enabled. If the state of any of the input signals changes in such a way that the excitation condition is no longer fulfilled and the gate has not yet fired, this produces hazard, but it will also cause the corresponding circuit Petri net transition to become disabled, thus violating semi-modularity (see also [16] for Muller’s original view of semi-modularity).

However, while the presence of a potential hazard in the source gate-level model will always indicate a violation of the semi-modularity in the circuit Petri net, the reverse is not true. There are two cases in which a violation of semi-modularity in the circuit Petri net does not indicate the presence of a potential hazard in the original circuit.

The first situation arises due to the possibility of several transitions representing the same signal event, but being caused by different preceding events, as shown in Figure 5. In Subfigure (b), the conflicting transitions \(g_2^+ / 1\) and \(g_2^+ / 2\) represent the same event, signal \(g_2\) going high. Hence, the conflict of these transitions does not constitute a signal conflict: they both have the same semantics and thus their firing does not disable any other signal. In Subfigure (c), the conflict between \(g_0 / -1\) and \(g_0 / -2\) is allowed for the same reason, but there is also conflict between \(q^+\) and \(g_0 / -1\) which are associated with different signals. However, even if \(q^+\) fires, disabling \(g_0 / -1\), the enabled transition \(g_0 / -2\) still keeps the signal event \(g_0\) enabled, and thus disabling of the transition \(g_0 / -1\) does not lead to the disabling of the negatively excited gate driving signal \(g_0\), so there is again no signal conflict. On the other hand, if the transition \(g_0 / -2\) was not enabled, then the conflict between \(q^+\) and \(g_0 / -1\) would be a signal conflict.

The second situation occurs when the conflicting transitions are both associated with the input signals. Since it is the environment that controls these signals, this situation should be considered a choice of mode of circuit operation made by the environment and not a signal conflict.

To summarise, if for all conflicting pairs of transitions \(\{t_1, t_2\} \in T\):
1) \(\lambda(t_1)\) and \(\lambda(t_2)\) are not both input signal events
2) \(\lambda(t_1) \neq \lambda(t_2)\)
3) there exists a reachable marking such that \(\forall p \in \bullet t_1 \cup \bullet t_2, m(p) > 0\) and at this marking there is no enabled transition \(t \in T\) such that \(\lambda(t) = \lambda(t_1) \lor \lambda(t) = \lambda(t_2)\)

then there is a potential hazard in the original circuit.

B. Detection of interface non-conformance

A circuit Petri net, when composed with its environment, forms a closed system: the outputs of the circuit are the inputs for the environment STG, and vice versa. Thus, the conformance verification is twofold: if the environment part of the composed Petri net is able to produce a sequence of inputs that causes “bad behaviour” of the circuit (i.e. a hazard or a deadlock), the circuit is said not to conform to its environment and this situation is referred to as \(\alpha\)-non-conformance; on the other hand, if the circuit is ever able to produce an output signal change that is not expected by the environment, it is also said not to conform to the environment, and this situation is referred to as \(\beta\)-non-conformance.

An example of \(\alpha\)-non-conformance can be demonstrated if a XOR gate is verified against the C-element interface STG (Figure 6), i.e. by verifying whether a XOR-gate properly implements the C-element STG. If the environment produces events \(A^+\) and \(B^+\) almost simultaneously, quickly enough so that the XOR gate becomes excited but does not fire and returns into stable (output signal low) state, this leads to, first, a hazard on one of the inputs, and, second, into a deadlock. The deadlock is present because the C-element environment, having switched both input signals to high, expects an output signal \(Q\) to go high. But this never happens: a XOR gate cannot switch output signal to high until one of its input

Figure 5. Non-semi-modular states

Figure 6. A C-element interface STG
signals goes low, and this will never happen as well, because the STG does not allow to reset the inputs $A$ and $B$ until the output $Q$ is produced. Thus, $\alpha$-non-conformance is decided by checking the Petri net for hazards and deadlocks. A method for hazard detection is explained in Subsection V-A, and the deadlock problem is solved by external model-checking tools, thus checking for $\alpha$-non-conformance does not require much additional effort.

If the XOR gate is replaced by an AND gate, however, there is no $\alpha$-non-conformance: the input goes high only when both outputs go high, thus no hazard is observed. But when either one of the inputs goes low, the AND gate becomes negatively excited, and tries to reset the output, which is not expected by the environment STG. However, in the corresponding compositional Petri net the environment restricts the circuit because the two transitions $Q-$ (one provided by the circuit, and the other by the environment) become superimposed (Subsection IV-A), which introduces a synchronisation, and thus the transition $Q-$ will only become enabled when the environment resets the second input signal. Hence, the system has no hazards and no deadlock, but the AND gate obviously does not conform to the C-element interface. If it would have not been restricted by environment, it could produce event $Q-$ when it was unexpected, exhibiting $\beta$-non-conformance.

Let $C$ be a circuit, $R$ be a circuit Petri net constructed from $C$ and $E$ be the environment STG. Let $R.P$ denote the set of places $P \in R \cup E.P$ the set $P \in E$ and $M$ the set of all transitions which were superimposed during circuit-environment composition. Then, if there exists a reachable marking $m$ such that at this marking for at least one transition from $M$, all of the places in its preset that belong to $R$ are marked, and there exists at least one place in its preset that belongs to $E$ which is not marked, or, formally, $\exists t \in M : (\forall p \in R.P, m(p) > 0) \land (\exists p \in E.P, m(p) = 0)$ then the circuit $C$ is $\beta$-non-conformant under environment $E$.

VI. WORKCRAFT FRAMEWORK

The visual editing of gate-level models, their simulation, conversion into circuit Petri nets and verification by external model checking tools - these steps are done automatically and integrated in a consistent framework called Workcraft (Figure 7). The framework has a plug-in driven architecture and supports run-time scripting, which makes it a flexible and expandable environment. Its underlying Java technology provides robust cross-platform operation. Workcraft uses OpenGL hardware acceleration for real-time visualisation, which allows interactive animated simulation of large specifications. The framework also provides a transparent interface to model checking tools, such as PUNF and MPSAT, for seamless verification of the high-level models, such as SDFS [26] using their low-level Petri net representation.

All the circuits presented in this paper were created and analysed using the Workcraft framework. The capabilities of Workcraft are not limited to circuit models: there are plug-ins that support editing, simulation and analysis of generic graphs, marked graphs, Petri nets, unfolding, SDFS models [26] and others. As a useful side-feature, there is also a vector graphics export plug-in: most of the figures in this paper were imported directly from Workcraft with minimal modification.

For more information on this tool, please refer to [20].

This section presents an example of application of the method proposed above and implemented in the Workcraft tool, and demonstrates the achieved integrity of the design workflow. Figure 8 shows a NAND-based implementation of the C-element proposed by Maevsky. The gate-level model was created using Workcraft’s visual editor and verified. The verification fails and reports a following trace as the shortest firing sequence that leads to a potential hazard:

$(input1, input0, inv1, g0, g1, g2, g3, g0, g4, inv2, output0)$

The faulty trace can be simulated and the problematic firing sequence examined, which reveals that indeed, provided the $inv0$ inverter’s delay is long enough, it can be excited but still not have fired after the environment has received output signal $Q$ and resets input signals $A$ and $B$, disabling $inv0$. However this is very unlikely, because in order for this hazard to actually happen, $inv0$ delay should be longer that the total delay of all other gates. Hence, this potential failure can be safely ignored for any practical application.

By replacing the inverters $(inv0, inv1)$ and the NAND gate $g1$ with an OR gate (Figure 9), this problem is eliminated and the verification reports success, confirming that the implementation of the C-element shown in Figure 9 is speed-independent, and the implementation shown of Figure 8 is speed-independent under a very reasonable timing assumption.
But while this circuit is speed-independent, it could still produce unexpected behaviour if it is not delay-insensitive. To verify whether it is delay-insensitive, possible wire delays should be taken into account. Since it is enough to demonstrate that delay on any of the wires may lead to a hazard in order to assert that the circuit is not delay-insensitive, it may be reasonable not to model delays on all of the wires in order to minimise verification time. In Figure 10, a wire delay is introduced in the form of a buffer into the fork following gate g3 output. Verification fails with the following trace:

\[ (input1, input0, g1, g0, g2, g3, g0) \]

Examination of this trace shows that the hazard can happen if gate g0, after receiving the signal from g3, will switch before the same signal from g3, but travelling across the other branch of the fork, reaches gate g2. In this case, the firing of g0 will disable the already excited gate g2. This is enough to state that this C-element implementation is not strictly delay-insensitive, but requires a timing assumption that the delay of signal reaching g0 plus g0 switching delay is more than wire delay on the other branch of the fork.

It may still be helpful to check this circuit considering all the possible wire delays. This can be done by providing branches of all forks with buffers (the buffers are not needed on non-branching wires, and on the sections of wire preceding forks, because in this case it may simply be considered that the delay of the gate producing signal on this wire includes the wire delay), as shown in Figure 11. Verification in this case produces the following failure trace:

\[ (input1, input0, w2, w0, g0, w7, g2) \]

This failure is similar to the one in the case above: if the delay of w7 + g2 is less than delay of w6, g4 will be disabled before it can fire. Note that the verification time is considerably longer due to the growth of unfolding prefix.

VII. PERFORMANCE AND COMPARISON STATISTICS

The presented verification approach was tested on a set of benchmarks (see Table I) which included asynchronous multiport registers [17] and FIFO pipelines [11].

The results are compared with Versify [21] and zeta [12] tools. Note: the runtimes for Versify were taken from [21] and thus cannot be compared directly with the results for zeta and Workcraft because the latter were obtained on a modern machine. The times for Versify are provided in order to highlight the rapid growth of the runtime due to exponential growth of the state space. It is possible to see that Versify and zeta runtimes grow considerably faster with the growth of the number of states that the size of the unfoldings and reachability analysis time, which in many cases grow linearly because the analysed circuits exhibit high degree of concurrency.

It should be also mentioned that Petri net unfolding algorithm is parallelisable [8] thus its runtime can be greatly reduced on a multiprocessor system whilst computations for BDD-based techniques cannot be easily distributed between multiple processing units.

VIII. INCORPORATION OF TIMING

Looking at the examples from section 7, one could notice that the states that lead to a potential hazard can be avoided by introducing timing assumptions. Timing assumption is an assertion that a certain event in the system will always happen before certain other event. For the example shown in Figure 8, the statement “inverter inv0 will switch before an output is generated” could be such an assumption, and if it had been taken into consideration during verification, the reported dangerous state would not have been reachable. If a timing assumption is available, it can be easily introduced into the circuit Petri net by employing concurrency reduction (Figure 12). In the system shown in Subfigure (a), events x and y can happen in any order; in the system in Subfigure (b), event y is always preceded by event x, and in the system in Subfigure (c), event x is always preceded by event y.

Specifying such limitations manually on the gate-level model is a straightforward, but not very practical way, because...
for a large enough system there can exist a multitude of valid timing assumptions. In addition, manually specified timing information may become obsolete due to technology scaling. To deal with these issues, an automated technique is required, which would extract timing information from the gate libraries and generate all possible timing assumptions accordingly. This is the focus of the future work.

IX. CONCLUSION

An algorithm for automatic conversion of a circuit netlist into a behaviourally equivalent Petri net and the method for composing of the resultant net with the environment specification is proposed. An approach to verification of the compositional net based on model-checking is discussed, and several examples are studied. Experimental results and comparison with previously existing tools are demonstrated. The direction of the future research is discussed.
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Table 1

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>States</th>
<th>Net size (P/T)</th>
<th>Unfolding size (events/cutoffs)</th>
<th>Versify</th>
<th>Zeta</th>
<th>WORKCRAFT (PUNF+MPSAT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>reg2</td>
<td>$2.5 \times 10^9$</td>
<td>183/124</td>
<td>388/29</td>
<td>n/a</td>
<td>0.47 sec</td>
<td>0.11 sec</td>
</tr>
<tr>
<td>reg4</td>
<td>$7.6 \times 10^8$</td>
<td>337/220</td>
<td>2464/177</td>
<td>388 sec</td>
<td>2.75 sec</td>
<td>6.33 sec</td>
</tr>
<tr>
<td>reg8</td>
<td>$7.1 \times 10^8$</td>
<td>649/416</td>
<td>72192/4865</td>
<td>7246 sec</td>
<td>83.9 sec</td>
<td>48.38 sec</td>
</tr>
<tr>
<td>fifo5</td>
<td>$2.6 \times 10^4$</td>
<td>97/58</td>
<td>86/1</td>
<td>8 sec</td>
<td>0.15 sec</td>
<td>0.02 sec</td>
</tr>
<tr>
<td>fifo10</td>
<td>$1.2 \times 10^4$</td>
<td>173/108</td>
<td>166/1</td>
<td>130 sec</td>
<td>0.61 sec</td>
<td>1.02 sec</td>
</tr>
<tr>
<td>fifo15</td>
<td>$5.8 \times 10^4$</td>
<td>257/158</td>
<td>246/1</td>
<td>634 sec</td>
<td>3.99 sec</td>
<td>2.4 sec</td>
</tr>
</tbody>
</table>

Figure 12. Concurrency reduction

with the zeta tool and Oriol Roig for the help with Versify.
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COMPARISON OF PROPOSED METHOD WITH EXISTING TOOLS


