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Abstract

Bloom filters make use of a “probabilistic” hash-coding method to reduce the amount of space required to store a hash set. A Bloom filter offers a trade-off between its size and the probability that the filter returns the wrong result. It does this without storing the entire set, at the cost of occasionally incorrectly answering yes to the question “is x a member of s?”. The paper discusses how Bloom filters can be used to speed up name to location resolution process in large scale distributed systems. The approach presented offers trade-offs between performance (the time taken to resolve an object’s name to its location) and resource utilisation (the amount of physical memory to store location information and the number of messages exchanged to obtain the object’s address).

1. Introduction

The object location problem is that of how to find a named object in a computing system for the purposes of accessing it. To achieve location transparency, a distributed system must provide an automatic mechanism for locating objects. The mechanism takes the form of a naming service (also called a binding service or a location service, depending upon the context in which the term is being used) that maps an object’s name to its location. The actual mapping process is frequently multi-stage. For example, initially the system might resolve a user supplied (context sensitive) name to a globally unique identifier (UID), which is then resolved to the host name which is then further resolved into an address to which invocation messages could be sent. Naming services play a central role in computing system, so their performance and reliability is a critical factor in determining the overall performance of systems. Achieving good performance and reliability of naming services is difficult in large scale distributed systems with billions of objects scattered over nodes separated by large physical distances. We present a speed-up technique based on hashing that is applicable in any stage of name to location resolution process.

We use a simple example to motivate the reader and illustrate our approach. Fig. 1 shows a simple one level mapping scheme: the name server maps a name to its location. The client on node A contacts the service, and gets the location information (messages 1 and 2); it then sends its invocation to the object (message 3). We assume that the system has expanded and it is required to partition the name service over several nodes (say a few hundred). There could be any number of reasons behind this requirement: (i) the number of entries in the name service has grown to be so large that the central database is becoming a performance bottleneck; (ii) the single server is a central point of failure; (iii) the system spans several countries and each country wants to maintain a name service for 'its' objects. The client now needs to know to which of the name servers the
query should be sent. For example, assume that client is somewhere in Australia, and the name servers are in Sydney, Tokyo, Mumbai, New York, ...., Rio de Janeiro. It would be preferable if the client is not forced to search the name servers (sequentially or in parallel) for name resolution. The problem is difficult to solve in situations where no useful information can be derived from the structure of the name itself (for example, the name is a UID).

**Fig. 1: One level naming service**

Our scheme permits the client to maintain local summary information tables about each of the name servers, and to consult these tables to find the 'right' name server to contact (fig. 2, where h1, ....,hn are the summary tables). Such summary tables can be used in a variety of ways. For example, the tables could be kept at each name server, rather than at a client; the client sends its query to any server (e.g., to the nearest server at Sydney in the example just considered) which then forwards the request if required. At an extreme, we could get rid of name server nodes all together, with each node maintaining name service for its local objects and a summary table for each of the other nodes in the system.

**Fig. 2: Maintaining name server information**
In the following sections we present a mechanism, Bloom filters, that offers trade-offs between performance (the time taken to resolve an object’s name to its location) and resource utilisation (the amount of physical memory to store location information and the number of messages exchanged to obtain the object’s address). This is possible because the algorithm the location mechanism uses is probabilistic, and may return an incorrect answer to the question “is X on machine Y?”. However, as we shall show, given the right set of parameters, a probabilistic mechanism provides a good fit to the problems of managing a large name-space.

2. Bloom filters

In a traditional hash function, a hash area is organised into cells (the hash table), and an iterative process (the hash function) is used on input entities to generate hash addresses of the empty cells into which the entities can then be stored. Membership of a hash table is tested by a similar process of iteratively generating hash addresses of cells and comparing the contents with the test entities. Thus, a hash function requires space to store the keys to be hashed, and the entities to be stored.

Bloom filters were introduced in [1] as a “probabilistic” hash-coding method to reduce the amount of space required to store a hash set. They are primarily intended for applications where the majority of entities to be tested for membership will not belong to the given set. A Bloom filter offers a trade-off between its size and the probability that the filter returns the wrong result. It does this without storing the entire set, at the cost of occasionally incorrectly answering yes to the question “is x a member of s?” Such an occurrence is termed a false hit. If a false hit occurs, an alternate mechanism will have to be employed to determine whether the element is actually a member of the set. However, if the Bloom filter returns the right answer most of the time, then relying on a more expensive backup procedure in the (hopefully few) cases where the guess proves wrong can still yield satisfactory cost and performance.

2.1 Bloom filter Overview

A Bloom filter consists of a bit vector. To enter an item into a Bloom filter $h$ hash functions are applied to the item and the corresponding bits in the vector are set to 1. The size of the filter is not proportional to the size of the entries to be “stored” within it, but on the number of bits to be set for each entry (this number is same for each entry). The number of bits to be set is used to determine the probability of a false hit. An item is a member of the filter with a known probability (determined by the filter’s parameters and the total number of entries it is required to store information about) if all of the bits selected by the hash function have been set; if any of the selected bits is 0 then the item is definitely not a member of the set. To determine whether an item it truly a member of the set an alternate mechanism will be required.

The equations used to determine the filter size for a given false-hit probability are given in [1] and reproduced here:

$$N = a*(-\log_2 P)*\left(\log_2 e/(\log_2 (1/T)\log_2 (1-1/T))\right) \quad ------ \ (1)$$

where $N$ is the size of the filter in bits, $a$ is the number of entries to store into the filter, $P$ is the desired false hit probability and $T$ is the reciprocal of the proportion of bits still zero in the filter after entering $a$ items; the optimal value of $T$ is 2 as shown in [1]. The filter parameters can be used
to select a trade-off between error rate and filter size. For example, $2^{16}$ entries could be stored in a filter of approximately 300000 bits using 10 hash functions with an expected error rate of $1/2^{10}$.

To determine the number of hash functions to apply for each item (the number of bits to set in the filter):

$$h = \log_2 P / \log_2 (1 - 1/T) \text{ ----- (2)}$$

Bloom’s equations assume that the hash function used to enter an item into the bit vector has equal probability of setting any bit. If this is not the case the actual false-hit probability may be higher than that predicted. See also [2] for additional discussion on Bloom filters.

2.2 Using Bloom filters in naming services

We describe a sample design for using such filters as part of a naming/binding service for distributed systems. We assume that the service has been distributed over a number of nodes, say, $n$; every node has its own portion of the binding database, and in addition a separate Bloom filter for each of the $n$ nodes. Every filter records the set of objects located on the machine it represents (see fig. 3). So for example, in a binding service for 100 million objects spread over 100 nodes, each node would maintain a set of 100 Bloom Filters each of which would maintain information for a million objects (assuming that the objects are uniformly distributed across all of the nodes).

![Fig. 3: local Bloom filters](image)

The full course of events in resolving an object’s name to its reference is fairly straightforward. A client directs its request to some preferred server. When presented with the object’s name, the server sequentially searches its filters for a match. If a match is found, the server directs its binding request to that node (which could be itself). If this is a false hit, an error code will be returned and the server resumes its search amongst the remaining filters, and the procedure is repeated. If an entry has been made for that name then one of the hits is guaranteed to be correct. Alternatively, the client can search all the filters in a single go and simultaneously direct its request to the (small number of) hosts where the match is indicated. On the other hand, if no entry for that object has
been made then no match will be found. In this case an alternative location mechanism is required. This could for example be based on broadcast.

Obviously a Bloom filter must be populated and updated over time. This could either occur lazily, as servers discover the (new) locations of objects, or a background task could be responsible for propagating updated location information to each machine during periods of inactivity. Removing an item from a Bloom filter presents more of a problem: since a bit may be set in a filter as a result of an arbitrary number of inserted items, it is not possible to reset a bit to zero when an item is removed, as information about whether the item set each bit uniquely is not known. This means that over time a Bloom filter may accumulate garbage which cannot be reclaimed other than by generating a new filter. As with propagation of updates, this could occur as a background activity.

Table 1 below details the space/false hit trade-off for various distributed systems using optimal values for the number of hash functions. For example, from the first line of Table 1 we can see that $10^8$ object entries could be stored in 100 filters (each representing a node in the system) of approximately 2.3Mbytes (i.e., a total of 230Mbytes for all filters) using 13 hash functions with an expected error rate of 0.009. In such a system, it would be practical to keep the entire set of filters in the main memory.

<table>
<thead>
<tr>
<th>Objects</th>
<th>Nodes</th>
<th>Objects per Node</th>
<th>Hash fns</th>
<th>Filter Size (MB)</th>
<th>Bits in each</th>
<th>Pr(any1 bit set)</th>
<th>Prob No false +ve in all machines</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>n</td>
<td>a = x/n</td>
<td>h</td>
<td>f</td>
<td>Filter b = f*2^{13}</td>
<td>pb=1-(1-1/b)^h</td>
<td>P = (1-pb)^h</td>
</tr>
<tr>
<td>1.0E+08</td>
<td>1.0E+02</td>
<td>1.0E+06</td>
<td>13</td>
<td>2.30</td>
<td>1.93E+07</td>
<td>0.49</td>
<td>0.991</td>
</tr>
<tr>
<td>1.0E+08</td>
<td>1.0E+03</td>
<td>1.0E+05</td>
<td>17</td>
<td>0.29</td>
<td>2.43E+06</td>
<td>0.50</td>
<td>0.992</td>
</tr>
<tr>
<td>1.0E+08</td>
<td>1.0E+04</td>
<td>1.0E+04</td>
<td>20</td>
<td>0.03</td>
<td>2.89E+05</td>
<td>0.50</td>
<td>0.991</td>
</tr>
<tr>
<td>1.0E+09</td>
<td>1.0E+02</td>
<td>1.0E+07</td>
<td>13</td>
<td>23.01</td>
<td>1.93E+08</td>
<td>0.49</td>
<td>0.991</td>
</tr>
<tr>
<td>1.0E+09</td>
<td>1.0E+03</td>
<td>1.0E+06</td>
<td>17</td>
<td>2.90</td>
<td>2.43E+07</td>
<td>0.50</td>
<td>0.992</td>
</tr>
<tr>
<td>1.0E+09</td>
<td>1.0E+04</td>
<td>1.0E+05</td>
<td>20</td>
<td>0.34</td>
<td>2.89E+06</td>
<td>0.50</td>
<td>0.991</td>
</tr>
<tr>
<td>1.0E+10</td>
<td>1.0E+02</td>
<td>1.0E+08</td>
<td>13</td>
<td>230.07</td>
<td>1.93E+09</td>
<td>0.49</td>
<td>0.991</td>
</tr>
<tr>
<td>1.0E+10</td>
<td>1.0E+03</td>
<td>1.0E+07</td>
<td>17</td>
<td>28.97</td>
<td>2.43E+08</td>
<td>0.50</td>
<td>0.992</td>
</tr>
<tr>
<td>1.0E+10</td>
<td>1.0E+04</td>
<td>1.0E+06</td>
<td>20</td>
<td>3.45</td>
<td>2.89E+07</td>
<td>0.50</td>
<td>0.991</td>
</tr>
</tbody>
</table>

Table 1: Bloom filter sizes for various system configurations.

In the table, pb corresponds to 1/T from the above equations, i.e., the optimal value of pb is $1-(1-1/b)^h$ and half the bits in the filter will be set to 1 after the filter has been populated. The values of f and h are tuned to produce the optimal value of pb. P in the final column represents the probability obtaining a single correct match, i.e., of looking at all filters and only obtaining a yes response from the filter for the node that is storing object location information. There is a
probability \((1 - P)\) of two or more filters claiming to host the object being sought. In this case all these nodes must be contacted. The figures in Table 1 show that this will happen less than 1% of the time for the given filter sizes.

To take a concrete example, imagine that we want to construct a naming service for a new generation of telephone system where users are given UIDs (personal identity numbers, PINs) in addition to telephone numbers, enabling callers to 'dial' UIDs. The mappings between UIDs to corresponding telephone numbers are maintained by this naming service. If a caller 'dials' the UID of the called party, the naming service is required to find the corresponding telephone number (possibly selecting one from a few, based on the preferences recorded by the called party) which the system then dials; therefore lookup times of less than a few hundred milliseconds on an average would be required. If we assume that 100 bytes of data are needed per user, then for a system containing 10 billion users, we need storage space of around 935 Giga Bytes. A globally accessible naming service will need to be designed and implemented. In its design, we need to minimise both client access time to the service itself and the actual name lookup time by the service. Hence, a single name server based solution is unlikely to meet the response time requirement; rather a physically distributed database will be required. Maintaining a fully replicated database over a few, say 100, geographically separated nodes (enabling a user to contact the 'nearest' replica) will reduce only client access times but not the lookup time; it also increases the total storage requirement by a factor of a hundred, thus does not appear to be an economical solution. Maintaining consistency between the replicas would also be a time consuming and expensive task.

However, by partitioning the database over 100 nodes (each node configured as depicted in fig. 3), the size of each lookup database reduces to less than 10 Gigabytes. In addition, each node will have to maintain 100 Bloom filters taking a total of 23 Gigabytes of space. Such a scheme becomes practical in that it enables use of main memory databases, so name lookup times can be reduced drastically. Overall this Bloom filter based solution manages to reduce both client access times and name lookup times.

Note that a solution that does away with the need to contact the global binding service, and simply requires the client to broadcast the 'where' request to all the nodes in the system, relying on the 'correct' node to reply, is not appropriate here, as efficient network level broadcast facility scaling to billions of devices would be required. Such a solution on the other hand is frequently adopted in distributed operating systems (e.g., [3]), where nodes are connected by a LAN that supports broadcast. A broadcast based solution could be used amongst the small number of Bloom filter based name servers as the alternative lookup scheme to deal with the (hopefully rare) cases when the filters have not been populated.

### 2.3 Re-populating Filters and Garbage Collection

In many distributed systems objects are not static but migrate to different machines. In addition, objects must be able to leave the system when required and should be garbage collected. Garbage collection can be seen as a special case of object migration where the object migrates out of the system completely. Bloom filters can cope with object migration in the short term by updating the filter representing the new object location. However, as discussed in the previous section, it is not possible to delete the entry from the Bloom filter where the object originally resided. This means that whenever an object moves location a search of the filters will provide two object addresses and an overhead will be incurred in discovering the correct address. If object migration is infrequent,
hosts could maintain a list of object migrations to avoid this overhead. However, if object migration or deletion is common, the filters will need to be periodically repopulated from scratch to avoid such overheads. New filters can be transmitted between nodes and compression techniques are available to minimise the size of such messages [4].

A second reason for repopulating the filters is if the number of objects in the system increases substantially from the expected number. To minimise the number of false hits in the system, filters are sized so that half the bits in the filter will be set. If the number of objects in the system grows significantly after the filter size and number of hash functions has been determined, more bits in the filter will be set and the probability of a false hit will increase. The problem can be solved by re-computing the appropriate size of a new filter taking into account the additional number of entries.

It follows that repopulating filters is an important background task that has to be carried out. The frequency at which filters have to be repopulated depends upon the proportion of additional entries and the rate of object migration. In the following section we examine the overhead involved in repopulating filters.

2.4 Related Work

Application of Bloom filters has been investigated in text retrieval applications in the past [5, 6], but until recently, Bloom filters have not received attention within the context of distributed systems.

The use of Bloom filters has been proposed in a Web proxy cache sharing protocol [7, 8]. A collection of nodes (Web proxies) maintain Bloom filters recording information about each other; basically, each Web proxy maintains a Bloom filter for each proxy being shared, with each filter recording the list of URL’s of the cached documents at that proxy. If a cache miss occurs at a proxy, that node searches its local filters to find if any other proxy has cached that document, so that it can fetch it from that proxy. In the absence of such filters, the node would be required to query the participating proxies for the document (possibly by a multicast), thus resulting in much increased network traffic. The number of Web proxies being shared in such applications is expected to be small (say between ten to hundred), and their work is focussed on limiting the number and size of inter-node messages. Although the Web proxy cache work is similar to ours, there are some significant differences. Our work is mainly motivated by the need to fragment a single name server database into smaller ones so as to optimise the lookup times. Furthermore we are aiming to keep the filters as small as possible whilst keeping the false hit probability small. In [4] it is shown that the size of inter-node messages may be reduced using compression techniques for Bloom filters and that this problem is orthogonal to that of minimising filter size.

The authors of [7, 8] also propose a probabilistic solution to the problem of re-populating filters. For each bit in the filter they store a count of the number of times each bit has been set. This allows them to delete items without having to re-populate the entire filter. They argue that a four bit counter for each bit in the Bloom filter will be extremely unlikely to overflow. However, even a four bit counter will immediately introduce an extra 400% overhead on storage. This is an excellent solution for systems with a relatively small number of objects and hence a modest memory requirement. However, it may become a very large overhead in the sort of systems that we are considering in this paper. As an extreme case consider the last entry in Table 1 where an extra
138Gb of memory would be required (4 bits for 10,000 filters of size 3.45 Mb). Hence in systems with a large number of objects where migration is infrequent we adopt the alternative solution of re-populating the filters as discussed in the previous sub-section. Our experimental work (section 3) concentrates on re-population times in addition to filter lookup times. Due to the nature of the application domain, neither of these issues are examined in [7, 8].

The OceanStore system [9] has developed what they term an attenuated Bloom filter that is used to provide a distributed routing service. An array of Bloom filters hold information and the $i$-th Bloom filter stores information for all nodes a distance $i$ from the current node.

Design of scalable naming services has been researched extensively; the interested reader will find the review paper by Needham a good place to start [10]. The customary way of dealing with large name spaces has been to structure it into a hierarchy and use a multi-step resolution process as hinted earlier [11-14]. The approach presented here should be regarded as a technique available to designers for use in one or several stages of such a process, particularly when names are unstructured. For this reason we shall compare our solution against a traditional one-level naming service (like the one depicted in fig. 1).

3. Experimental validation

In order to determine the effectiveness of Bloom Filters in object location schemes, we have performed a few controlled experiments. We used a distributed environment based on the OMG’s CORBA architecture [15], and chose to use the omniORB [16] implementation, which comes with a CORBA compliant implementation of the naming service (omniNames). We are able to show the benefits of being able to partition the naming service using Bloom filters.

3.1 Selecting a hash function

For a Bloom filter to work efficiently it is important that the probability of a false hit is low. As shown previously, the filter parameters can be used to select a trade-off between error rate and filter size. In addition, the accuracy of the Bloom filter relies critically upon how good the hash function is: the algorithms assume that each bit within a filter has equal probability of being set. The effects of a poor hash function may increase the number of false hits (and hence adversely affect the performance of the lookup mechanism) or may require the size of the filter to be increased in order to be able to reach the false hit probability.

A good hash function should provide a uniform distribution for entries, i.e., when the hash result is used to calculate hash bucket addresses, all buckets are equally likely to be picked. Similar hash keys should be hashed to different hash results: a single bit change in the key to be hashed should influence all bits of the hash result. In order to choose the best hashing algorithm for our requirements we examined the performance of a variety of those available [17-20], and from the results chose the PJW algorithm presented in [20].

3.2 Querying and populating the filter

In this section we shall describe how the hash function is used to enter an item into the Bloom filter, and can subsequently be checked for membership. The PJW hash function returns an integer value, which, combined with a deterministic random-number generator, is used to determine the bits to set within the vector for a given item.
The hash function we have chosen gives a good distribution of hash values for different keys. To verify how the algorithm performs within a Bloom filter, we conducted the following experiment: choosing the false hit probability of 0.01 we obtained the size of the Bloom filter from equation 1 for a varying number of entries (identified by a sequence of randomly generated numbers). From equation 2, 7 hash functions were required to be applied for each entry (i.e., 7 bits were to be set in the bit vector). New entries not already added to the filter were then created and tested for within it, and each false hit was recorded. From this, the false hit probability was calculated. This was repeated 100 times to obtain the average false hit probability and its standard deviation. The results are shown in figure 4.

![Figure 4: Bloom filter false hit probability (predicted 0.01).](image)

As shown, the Bloom filter implementation performs well for the range of entries added. Although the false hit probability appears to be better than predicted by Bloom’s equations we believe that this is the result of a relatively low number of executions.

Although a Bloom filter location service will typically only be populated during quiescent periods, the time taken to populate the filter is still important as shown in section 2.3. Therefore, we measured the average time taken to populate a Bloom filter, given an increasing number of entries. These experiments were performed using a lightly loaded Sun Ultra Enterprise 1/170 with 128M of main memory running Solaris 2.6. The results are shown in figure 5.

Figure 5 shows the expected result, that for a given false hit probability, the time taken to populate a Bloom filter is linear with respect to the number of entries, since it depends only upon the number of bits that must be set. Extrapolating from this graph suggests that a filter with $10^7$ objects can be repopulated in approximately 1 minute. This is a relatively small system overhead for most systems except those where object migration is extremely frequent.
3.3 Performance results

We considered an object space consisting of $10^4$ objects. We evaluated the performance of a traditional name service (like the one depicted in fig. 1) and its Bloom filter version (depicted in fig. 3), distributed over 8 machines. In this simple experiment, all the machines were over the same moderately loaded 10Mb/sec Ethernet LAN, where one-way process-to-process network communication latency, $\delta$, was approximately 2ms. All the machines were lightly loaded Sun Ultra Enterprise 1/170 with 128M of main memory running Solaris 2.6.

3.3.1 Traditional name service

To determine the performance of the omniORB naming service (omniNames) we placed an increasing number of entries in it, and then measured the average time to locate a random entry. Figure 6 shows the performance measurements obtained for the name service lookup only, i.e., no remote invocation time is included. Note, we have no knowledge of the internal implementation of omniNames and hence cannot comment on why the naming service performance degrades with increasing population. However, within the population domain we shall examine for our Bloom Filter implementation (less than 1500) it is almost linear.

Looking at the message sequence of figure 1, we can see that the time to obtain an object's location information in a distributed environment will be $2\delta + t$, where $t$ is the average name service lookup time. For example, taking the value of $\delta$ of 2ms, a name service populated by $10^4$ entries retrieved data in 18ms (see figure 6) leading to a total time of approximately 22ms to provide an object’s location.
3.3.2 Bloom filter based servers

Assuming the arrangement depicted in figure 3, average lookup time for a Bloom filter location mechanism will be $2\hat{t} + t' + \phi$, when no false hits are returned (this would be the case most of the time), $t'$ is the name lookup time and $\phi$ is the time required to search the Bloom filter. Note that we expect $t'$ to be much less than $t$, as the name service is managing a smaller number of objects (1000/8 = 1,250 entries in this particular case compared to 10,000 in the traditional name service). When false hits are returned, the time would increase to $(2\hat{t} + t')*(1+\alpha) + \phi$, where $\alpha$ is the number of false hits. To arrive at the total lookup time for an object we must determine how long it takes to lookup an entry within a Bloom filter. Recall that there are 8 machines (and hence 8 filters) over which the objects have been evenly distributed.

Figure 7 shows the average lookup times for an increasing number of entries stored in the Bloom filter with a required false hit probability of 0.01. The higher plot is for the average lookup time for an entry that is present in at least one filter, and the lower plot is for the average lookup time for an entry that is not present in any of the filters.

On average the lookup times are constant, since the number of bits required to test for membership is also constant (7 in this experiment), and the average number of bits required to determine that an entry is not present is also constant (2 per filter). The two timings are similar because in both cases all 8 filters must be searched to obtain all “hits”, but most of the time a filter will only need to have 2 bits checked in order to determine that the entry is not present, i.e., having to test all 7 bits is an infrequent operation. From figure 6 the average name server lookup time $t'$ for a server with 1250 entries will be 3ms. This gives the total lookup time in the normal case of no false hits to be about 8.3ms, an improvement by a factor of 2.65, and 15.3ms with one false hit.
4. Concluding remarks

Achieving good performance and reliability of naming services is difficult in large scale distributed systems with billions of objects scattered over nodes separated by large physical distances. Within this context, we have described the use of Bloom filters in speeding up the name to location resolution process. We have described how to use such filters to obtain trade-offs between performance (the time taken to resolve an object’s name to its location) and resource utilisation (the amount of physical memory to store location information and the number of messages exchanged to obtain the object’s address).
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